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What are Large Language Models?

Output probabilities

Typically, transformer decoder models . J
They generate text by looking at only previously generated Oﬁf =
text (auto-regressive) Hnear
Trained on a self-supervised task e il

* Next word prediction task Tra’éf;::"kmer ; ‘

« Large amount of text data X N

* Large Models TrafBngCkaer
In-context learning capability Sositionat encoding_){%
Instruction Tell me the sentiment of this review t

Example The movie begins ..... The plot is engaging, thoroughly enjoyable.

The movie is great

Oh, how can such a fine cast produce such a terrible performance..... A total waste of time.

The movie is pathetic

Prompt Itis just a rehash of old movies
The movie is <MASK>
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Finetuning on (relatively) small supervised and preference data to align instructions and values
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Current LLMs vs. older generation (BERT/BART/XLM-R)

Current
* Decoder-only (NLU and NLG)

Causal LM training objectives

Every task is just text completion

In-context learning & Post-training

Large model size (GPT3: 175B params)

Trained on large corpora (Qwen3: 36T
tokens)

Old Generation

Encoder-only (NLU), Enc-dec (NLG)
Denoising objectives (MLM, DAE)
Classification/text generation

Per-task finetuning

Small models (largest mT5: ~13B)

Modest amount of data (~BERT: 137B tokens)

NLU: natural language understanding
NLG: natural language generation 6



What makes LLMs exciting?

Inherent knowledge

Multi-task abilities and task-
composition

Little task-specific training required

Help in writing , creativity,
brainstorming, data generation,
explanation, etc.

Reasoning Capabilities

[SparksOfAGI]

B0 OB

Q&A

Answer questions based on existing knowle...

Summarize for a 2nd grader

Translates difficult text into simpler concep

Text to command

Translate text into programmatic commands

Natural language to Stripe API

Create code to call the Stripe API using nat..

Parse unstructured data

Create tables from long form text

Python to natural language

Explain a piece of Python code in human un...

Calculate Time Complexity

Find the time complexity of a function

Advanced tweet classifier

Advanced sentiment detection for a piece o...

+l-JolleRooRale

N
Il

Grammar correction

Corrects sentences into standard English.

Matural language to OpenAI API

Create code to call to the OpenAT API usin

English to other languages

Translates English text into French, Spanish

SQL translate

Translate natural language to SOL queries

Classification

Classify items into categories via example.

Maovie to Emoji

Convert movie titles into emoj

Translate programming languages

Translate from one programming language .

Explain code
Explain a complicated piece of code


https://www.youtube.com/watch?v=qbIk7-JPB2c
https://www.youtube.com/watch?v=qbIk7-JPB2c
https://www.youtube.com/watch?v=qbIk7-JPB2c

Maths

Prompt: Can you write a proof that there are infinitely Prompt: Draw a unicorn in TiKZ.

many primes, with every line that rhymes?

GPT-4

Yes, I think I camn,

Though it might take a clever plan.

I°11 start by noting Euclid’s proof,

Which shows that primes aren’t just aloof.
Assume we have a finite list,

0f primes, and that none have been missed.
Multiply them all together,

And add one, just to be clever.

The result will be a number,

That has no prime factors, oh wonder!

But every number has a prime,

That divides it, it’s just a matter of time.
So we’ve found a contradiction, ] ] n ]
And our finite list needs eviction.

There must be infinitely many primes,

And that’s the end of my rhyming lines.s

GPT-4: [Produces KIEX compiling  to

following picture.] .
Drawing

Prompt: Can you generate a pyplot for the following data: = = [1,3,5,6,8],y1 = [2,3,5,18,1],42 = [3,5,6,8,1],43 =
[5,1,2,3,4],y4 = [9,7,2,3,1]. I want y1,y2 to be in the same plot, but y3 is in another plot next to that plot, y4 is in
below. I want the legend of 1 to be "bob”, 42 to be 7alice”, y3 to be "bilbo”, y4 to be "allie”. 1 want the z-axis to be
labeled with "time” and y axis to be labeled with "money”. I want to add a 10 %-40% random error bar to each curve,
through all times (including non-integers). 1 want smoothed curves to show the plot, and smoothed error bar. Do not
use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make
it look more real. I want to put a baseline as the mean of ¢
fraction of the four people in each time step. 1
pic chart in **continuous time**. Interpolate
plots to match the pie chart. I want the fanc

*h line. I want to put a pie chart below indicating the
also want an animation to show how the fractions are changing in the
the missing fractions! I also want vertical line animation in other three
st plot. Please add as many fancy things as possible.

Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps:

Prompt: Canyou gcncrdt(‘ a pyplot for the following data: = = [1,3,5,6,8],yl = [2,3,5,18,1],y2 = [3,5,6,8,1],y3 =
[5,1,2,3,4],y4 = [9, ,3,1]. I want y1,y2 to be in the same plot, but y3 is in another plot next to that plot, y4 is in
below. I want the l(gcnd of y1 to be "bob”, y2 to be "alice”, y3 to be "bilbo”, y4 to be "allie”. I want the z-axis to be
labeled with "time” and y axis to be labeled with "money”. I want to add a 10 %-40% random error bar to each curve,
through all times (including non-integers). I want smoothed curves to show the plot, and smoothed error bar. Do not
use linear interpolation, use smooth interpolation! I want to also add some small zig-zag to the smoothed curve to make
it look more real. I want to put a baseline as the mean of each line. I want to put a pie chart below indicating the
fraction of the four people in each time step. I also want an animation to show how the fractions are changing in the
pie chart in **continuous time**. Interpolate the missing fractions! I also want vertical line animation in other three
plots to match the pie chart. I want the fanciest plot. Please add as many fancy things as possible.

Here is a possible code to generate a pyplot for the following data, with some comments to explain the steps:

GPT-4

[We give two snapshots from the animation resulting from the produced code]
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crra: Explanations

This is a conversation between a user and an
artificial intelligence agent that follows
instructions or answers questions. The AI
always follows the instructions correctly.

User: Can you compose a short tune (say four
to eight bars) using ABC notation?

Al: There are many possible ways to compose
a short tune in abc notation, but here is
one example:

T:Example Tune
|:G2AB c2BA | G2AB c2c2 | edcB c2BA | G4-
|:c2de f2ed | c2de f2£f2 | g2fe d2cB | c4-
This tune has two four-bar phrases, each

repeated once, forming an A part and a B
part. The key is C major.

GPT-4: Prompt:
User: After the first bar G2AB c2BA, you
chose G to start the next bar. Give an
example of a change to the notes in the
first bar that would have caused you to

pick D instead of G as the first note in the
second bar.

Al:One possible change to the notes in the
first bar that would have caused me to pick

struct mystruct_A {
struct mystruct_B {

#include <stdio.h>

int main(void) {
printf("Size of
printf("Size of

D instead of G as the first note in the sec return 0;
ond bar is: b
| :G2AB c2Bc | ... Possible Output:

This change creates a stronger cadence on
the C note at the end of the first bar,
which is the fifth degree of the scale. This
suggests a modulation to the dominant key of
G major, which has D as its fifth degree.
Therefore, starting the second bar with D
would create a smooth tramnsition to the new
key and imply a harmonic progression of V-I.

GPT-4:

Size of x: 12 bytes
Size of y: 8 bytes

Reasoning

char a; int b; char c; } x;
int b; char a; char ¢; } y;

Rezsoned about numbser 31 being prime for 4 seconds ~

x: %zu bytes\n", sizeof(x));
y: %zu bytes\n", sizeof(y));
y 15 31 prime?

UnderStandlng 2 (31/2 = 15.5, remainder 1), notby 3 (31/3 =
Programs

Sincg 31 has no divisors other than 1 and itself, it

tzalf. So wh ts only divisors are 1 and 31. | check for divisibilic

=¥

10,33, remainde

1). Since no other primes divide it 31 is prime!

£ pl’i"l'I-Z- To determine this, we

There are different ways to implement and align structures in memory, o
so the exact output may vary depending on the compiler, platform, and any
options used. However, one possible output is:

rs up to sqre31 he divizors to check are 2, 3

approximately 5.6 T and 5
evenly imto 31 — 3142 = 155, 31/3 & 1033, 31/5 = 6.2 Since 31 i

that 31 is prime.

The fundamental theorem of arithme

This output assumes that the compiler uses 4-byte alignment for

structures, meaning that each structure member starts at an T,
offset that is a multiple of 4 bytes from the beginning of the

structure. This may result in some padding bytes being inserted

between or after the members to maintain alignment. For example,

in x, there may be 3 padding bytes after a and 3 padding bytes after c,

while in y, there may be no padding at all. The size of a structure is

the sum of the sizes of its members plus any padding bytes.

further

[SparksOfAGI]

right, let's go through this. A prime number iz an integer greater than 1, divisible

r 1), and not divisible

T ansiole by T

Plotting

Why iz 31 & prime numbar?

v by 1.and
t's not divisible by
by 5 (31/5 = 6.2
check po 2

and none divide

2, it confims

t 31 cannot be factored



Explosion of LLMs ... but mostly limited to English
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Benefits of LLMs are mostly limited to English

ChatGPT ChatGPT
Language  Cat. o sp0) Language Cat. —EN? F(fn) Model EN  AVG
E“gliéh : Zg-é Zgi English ~ H 560 749
ussian E . Russi H 302 491 T Oweano TR Thetmier T T2 42 "0 41 ChatGPT NLLB
German  H 645 5L.I uestan Qwen2.5-32B-Instruct 3843 29.41 Lang. BLEU chrF | BLEU chrF
' German H 459 6538 Gemma3-27B-IT 50.55 44.88
Chinese H 3582 355 Chi srp_Cyrl 1.36 3.26 434 59.7
inese H 37.1 5
Spanish ~ H 658 474 p ' ' tso_Latn 200 150 | 267 500
Results on p Vietnamese H 36.1  57.3 Deepseek-R1 78.81 75.72
Vietnamese H 554 44.8 _ 03-mini 82.18 79.90 kac_Latn 0.04 2.95 14.3 37.5
XNLI Turkish M 571 371 Turkish M 345 564 : : nso_Latn 369 167 | 265 508
Arabic Mo 553 23 Arabic M- 320 303 jpn_Jpan 284 329 20.1 279
Greek M 559 545 (;;:k ﬁ g?; j’j'g Performance on MMATH nno_Latn 371 587 | 334 536
Thai M 447 115 indi ) ' zho_Hans 36.3 31.0 266 228
Bulgarin M 597 44.6 Hindi M 175 378 zho Hant | 260 244 | 124 140
Hindi M 488 56 Average 356 335 acm_Arab 282  44.7 11.8 319
Urdu L 437 63
Swahili X 503 408 Results on XQuad QnA .
ChaiGPT Performance on translation
Language ~ Code Cat. o5 High vs low resource
English en H 750 750
Russian il H 502 535
German de H 526 610 . L . .
Chinese ~ zh  H 502 425 * Significant gap between English and other languages on multiple tasks
Japanese ip H 419 430 . . . .
French fr H 505 617 * High-resource and Latin script languages can give good performance on GPT
Results on  Spanish es H 533 625
X-CSQA  luly it H 506 559 * Poor performance on low-resource languages
Dutch nl  H 529 604
Polish pl H 352 SLI * Translate-testis a strong baseline
Portugese pt H 495 592
Vietnamese  vi  H 423 479 * Open-source models lag behind GPT models =2 they are very English heavy
Arabic ar M 494 473
Hindi hi M 411 386
= 2 [BUFFET, MEGA, ChatGptMT,ChatGptMLing, MMATH]
Swahili sw X 356 466 p p PUMI, p o -

Average 478 519




Why do LLMs lag behind for other languages?

e Lack of

* Pre-training data

Token representation

Instruction tuning data

Human preference data

Reasoning data

* Inability to transfer from English

 Limitations of Translate-Test

Wikipedia Size (in million articles) [Xfactr]

1.6 1.5 1.2 1.2 1.1
0.5 0.5 04 0.3

en fr nl ru es jp vi zh hu ko tr he

0.2 0.2 0.1 0.09 0.09 0.07 0.06 0.04 0.03 0.03 0.02
I

el war mr mg bn tIl sw pa ceb yo ilo

MostLLMs
trained on <10%
non-English data

er Fertili

10

; mmmmmmmmmmmﬁﬂﬂﬂﬂﬂﬂﬂﬂ

% G g & s K m m m % & u m m m
4] a 2 £ _: a
= c c 2 i hn aJ 8
c b ] n“ < =4 ‘-, £ = £ E
S < 1S
S 5 s U T

Tokeniz:

Fertility = number of tokens per word
High fertility = low-efficiency, suboptimal
representations

Tamil

[BUFFET, MEGA, ChatGptMT]

11



Why extend English LLMs to new languages?

* Very few high-quality multilingual open LLMs

* Large-scale compute needed for training multilingual models from scratch
* Extending existing LLMs can be compute-efficient

* Leverage strong English capabilities of base LLMs

* English LLMs are at the cutting edge with regular updates

Major projects extending English LLMs:

ChineselLLama, OpenHathi, Sarvam-M, RomanSetu, SealLLM, Sea-LION, Sailor, ALMA, X-
ALMA, Tower series

12



Do English-dominant LLMs have some
inherent multilingual capabilities?

Yes, to some extent ...

Why? - during training they might have been exposed to some non-English data

* Documents with multiple languages

* Incorrect LID

* Increasingly some representation of non-English data e.g. Gemma3, LLama4, Qwen3

How good are the multilingual capabilities?

* Might be ok at language understanding e.g. classification, sentiment analysis
* Bad at generation

* Better on Latin script languages
* Languages with better pre-training representation perform better

13



How do English LLMs achieve multilingual capabilities?

° DO LLMS thlnk in Engllsh? Understand | [ Solve Task ) ( Generate )
Thinking Knowledge
. . ultilingua (English) (Multilingual) ultilinqua
e Do LLM use English as a pivot [“f.'['..f’...')[...[_gg-[_. @%jﬂ [(h:d.f.f[
for decision making? :
[»[&{z»[— g {-lﬁ-ﬂ--’[»ﬂ'{
Bottom layers: Feature learnin %
/ & (eGP~ =00

\ g A

Middle layers: Concept mapping to language tokens
(with English bias), task solving

Top layers: Language generation in target language =
There are language-specific neurons (mainly = _rowe..  _riowe..
concentrated in the top and bottom layers) - T S

v

The central question in building multilingual
LLM s to bring representations of English and
other languages closer to achieve good

cross-lingual transfer
14

[LmalLatent,PNLD,LSP,SharingNeurons]



Extending English LLMs to Non-English
Languages

. Vocabulary — Continued Pre-

Supervised

Human Preference
Alignment
_ Instruction-
finetuning
Infusing Reasoning
Capabilities

Multilingual LLM  —

16



Tutorial Outline

Introduction

* The Multilingual LLM Challenge

Extending LLMs to new languages
* Vocabulary Expansion
e Continued Pre-training

* Post-Training

Multilingual Evaluation

« Summary & Future Directions

17



Vocabulary Expansion



Decomposesa
M dintoth Vocabulary items
Vocabulary Basics oo
vocabulary

space

0.78

0.84| ...

0.27

0.08

tokenizer

spacecraft | ) ' spacecraft

craft

0.99

0.21| ...

0.55

0.35

<s> Gaganyaan 1is an Indian crewed orbital spacecraft intended to be the formative spacecraft of the Indian Human

Spaceflight Programme.

Vocabulary: Set of tokens (basic I/0 units)

LLM Vocabulary Properties
* Finite vocabulary size
* Subword units: basic units are smaller than words

* Open vocabulary: all words can be defined as concatenation of

subwords

19




What if vocabulary is under-represented?

=Y

<s> T <OXE®><BXA4><OX8F>® HORA doTdd G PP Vol - MIEH ¥ oM g
g YoRd-g HoHa 35 Y <OXEB><OXA4><0x89>S T PR YD XH el U-::;::-?e:::ﬂ:f:r

SHDB T <OXE@><OXAL><OX89>C G Ty
: oy Yoldq E{ﬁ ]| EFI

Fertility = Average number of tokens per word

Unknown characters UNK vocab item
(BPE-based vocab)

Fallback to known characters High Fertility
(BPE-based vocab)

Fallback to bytes Even Higher Fertility
(Byte BPE-based vocab)

Noisier embeddings and lesser semantic cohesion
High fertility = More memory consumption
More decoding time

Limit on longest processable sequence
20



How to extend tokenizer vocabulary?

Monglingual & Train Tokenizer —
ata
Existing Vocab E—) Concat —— 4 Extended Vocab

Base LLM e Initialize new —

Embeddings
Continued Pre-
training '

l

LLM with

Input & output
embeddings

extended vocab

23



What do we want from a good vocabulary
expansion technique?

* Achieve improved fertility = efficient inference
* Optimize compute required for continued pre-training
* Optimize data required for continued pre-training

* Task performance goals

* Retain performance on original languages (generally English)
* Improve performance on the language of interest

* Achieve performance close to joint training of multilingual model

* Enable better cross-lingual transfer

24



How to extend tokenizer vocabulary?

Monglingual & Train Tokenizer —
ata

Existing Vocab E—) Concat —— 4 Extended Vocab
Initialize new
Embeddings

Base LLM

LLM with
extended vocab

Continued Pre- '
training

25



Some simple embedding initialization
methods

* Randomly initialize all embeddings

* Copy embeddings from original vocab to new vocab items via
random assignment

* Copy embeddings of shared vocabulary items

* Changes existing vocab’s probability distribution
* [ncorrectgeneration in existing language
* [arge convergence time

[FVT EfficientCVA,SmallDataCVA,ConstrainedW2V]
26



Ave ra ge I n iti a li Zati O n [Avelnit,ConstrainedW2V, ExpandChoices, SmallDataCVA]

A simple solution: Initialize new tokens to average of embeddings of existing tokens

* Low KL-divergence between pre- and post-expansion LMs for existing vocabulary

* Greedydecoding with prefix of existing tokens will result in output from existing tokens

* Ageneralresult: the above applies if new embeddings are in the convex hull of existing
embeddings

A practical solution: We want to avoid all new embeddings been initialized to same value
1. Add small random noise to the average embeddings
2. Decompose new tokens using existing tokenizer — average of these embeddings.

Strong baseline [ConstrainedW2V,SmallDataCVA]

27



Weighted Average Initialization wecrsz

« Target token embeddings ( ef) as weighted average of source token embeddings (e®)
* Weights based on source-target token similarities from auxiliary static embeddings (s, ,)

Source Language Target Language

__ L __ sT

/ Embeddings W* 7alig:ned ﬁ Embeddings Wt/ u uy

/ ! / / S
; Szy = E : c 7., €XP (Ssc y/T) €y

b 1'; y T ?
Subword Embedding Subword Embedding u u e p—
Computation Computation :I: y _’I:

> e, €XD (82, /T)

Embeddings U*® Embeddings U*
(Word Embedding Space) : (Word Embedding Space)

Ways of auxiliary obtaining static embeddings

! Tokenizer T** Tokenizer T"
envesings 2 sobvord st W o 1. Using subword-aware word embeddings E Wy
/" (Model Inpuf based Transfer (Moadel Inpt ce) .
(like FastText) [WECHSEL] geG @)
/ Non-Embedding coipy Non-Embedding
. weights ; weight
Source Model A Target Model 2. From weighted average of word-embeddings B ZUEV(‘“) w, - f'u
Figure 1: Summary of our| WECHSEL fethod. We Containing token [O FA,WECHSEL] Uy = Z f
show inputs, intermediate rek ts. vevV@) Ju

3. Directly learn the static subword embeddings [FOCUS]
28



Weighted Average Initialization (2) wecuseu

Model

Score@()
NLI NER Avg

Score @25k
NLI NER Avg

Score @250k
NLI NER Avg

WECHSEL-RoBERTa 78.25 86.93 82.59

TransInner-RoBERTa
FullRand-RoBERTa

XLM-Rpgge (Final)

81.63 90.26 85.95

82.43 90.88 86.65

60.86 69.57 65.21
55.71 70.79 63.25

7905 8048 8437

65.49 83.82 74.66
69.02 84.24 76.63

81.75 90.34 86.04
75.28 89.30 82.29

20 - Language Modelling Perplexity

—=— WECHSEL-GPT2
~#— Translnner-GPT2
—o— FullRand-GPT2

20 1

0 50k

100k 150k 200k 250k

Better Initialization, but still needs continued pre-training

After Continued Pre-training
Faster convergence vs. random baselines for
* LM perplexity
* Downstream performance

29



WECHSEL Extensions

OFA (One-for-All): multilingual vocabulary, need to handle large vocab [OFA]
* Factorize and reduce embedding dimension (inspired from ALBERT)
* Source embedding factorization with SVD
* Co-ordinates: language-dependent
* Primitives: language-independent
* Projection of source co-ordinates to target co-ordinates like WECHSEL

FOCUS:

Target token embeddings as weighted average of overlapping source/target token
embeddings [FOCUS]

30



Learning the weights of the linear combination

Heuristic approaches like WECHSEL, OFA, etc.
* Need cross-lingual embeddings or bilingual dictionaries

* Do not optimize for any specific objective

Can we learn the weight matrix W that represents Et = W ES
the linear combination weights?

What should be the learning objective?

31



WO rd 2Ve CcCO bj e Ct ive [ConstrainedWord2Vec]

Model learning new token embeddings as a Word2Vec problem (like skipgram)

with the following constraints:
* Embeddings of existing tokens are frozen

* Embeddings of new tokens are strictly expressed as linear combination of existing tokens

In-expensive, no bilingual embeddings required

LM Objective [VocADT]

Directly optimize for the LM objective i.e. next token prediction

* Freeze all original LLM parameters and update only the weight matrix W

* Initialize the weights W to copy shared vocabulary embeddings

* Auxiliary objective to prevent shared vocabulary embeddings from deviating too far

Directly optimizes for end objective, more computationally expensive

32



LLaMA2 Approaches which learn the weights
M1 XNLI QA XLSUM outperform or are at least competitive with
En-X X-E . L.
. - - . - == - U approaches using heuristics
CW22Vv 17.0 273 0604 381 777 358 0.6 0.4
OFA 11.2 16.2 604 37.1 760 260 0.6 0.3

CW2Vis Word2Vec objective

Accuracy/xCOMET-XL

Simpler training pipelines, require less external
resources

Note: ZETT also uses LM objective and a more
general mapping function

Average Performance of multilingual MT/Reasoning/QA tasks

0.8 - B VocADT-multi (Ours) s ZETT-mono FOCUS-mono
OFA-multi
62

B Mistral

xx-en, 5 shots en-xx, 5 shots xnli, 0 shots
Avg 8 pairs Avg 8 pairs Avg 5 langs

VocADT multiis the LM objective approach

xcopa, 0 shots belebele, 5 shots mmmilu, 5 shots
Avg 4 langs Avg 9 langs Avg 3 langs
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/Zero-shot Tokenizer Transfer iz

Learn a function to predict embeddings for any given tokenizer for a fixed language model?

Train once, and then use it to predict embeddings for any new tokenizer

Hypernetwork generates target

embeddings for the new tokenizer  textx — | (75 1) | — By, | — | 1M, | —
Tokenizer Input Embedding

E(l)b

Output Embedding

J 7

—» |ogits

Replaces static embedding lookup \’ H
0

Hypernetwork

Trai ning the hypernetwork Training Objective (End-to-End training)

Diverse Tokenizer data * Gold Target embeddings are not available
 Sample frequent tokens from all substrings e Train with standard LM objective (MLM,CLM)
 Sampled from different data subsets * Only the Hypernetwork parameters are trained

* Noise added to frequencies * Main LM parameters are frozen
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Hypernetwork design zm

(7/[7 Hg ¢b
Vocabulary Hypemetwork Predicted
Embeddings
_the — | £ the) —> | HLM, | | — ||£,(the)
| Soenbads E,(_flowed)||E,bed)  ||E, 0 HLM, E, (_flowerbeds) _
: : : HLM is a smallencoder LM
. E E | : HIM v E, (_among) .
e e R 8 o that generates embeddings
for a new token from a
Token n — | |Epf-) Ey(.) Ey(..) — HLMG —_— ||, Sequence Of Orlglnal tokens

A A
'
'

(i) decompose with original tokenizer T, . 19
. N . compose into new embeddings
(i) embed with original embeddings l:(,,‘

Hypernetworkis trained to minimize the loss of the main LLM
Making hypernetwork training easier — First train to mimic embeddings of the initial tokenizer

Stabilize training: auxiliary loss to minimize difference between new and original embeddings



Results for Zel T zrm

ZETT performs better than other approaches on multiple downstream tasks

ar bg de el en es fr hi ra Sw tr ur vi Avg.
original 689 756 747 7377 823 769 7T6.8 684 729 635 722 647 731 726
Lexical 58.7 63.1 653 61.7 728 684 667 61.8 623 518 585 60.0 720 633
FVT 639 703 709 674 790 739 719 657 678 57.1 663 61.7 729 684
OFA 573 642 673 628 736 68.6 684 61.8 63.1 548 3597 593 723 64.1
FOCUS 648 T1.0 71.6 677 796 744 726 645 68.1 557 673 619 726 68.6
ours 679 739 741 714 81.1 76.2 747 67.7 70.7 623 68.7 63.2 739 71.2
Aaccuracy -1% 2% -1% 2% -1% -1% 2% -1% 2% -1% -3% 2% +1% -1%
Alength  -22% -14% -13% -23% -9% -11% -12% -13% -13% -19% -15% 9% -3% -14%

CPT with less than a billion tokens can
close the gap with the original model

Natural Language

#shots Method (= GPT2 Tok.)

PiQA HS ARC BoolQ MMLU Avg.
original 80.7 810 795 836 596 769
original @800M 821 827 806 806 578 768
0.chor FOCUS 692 638 457 604 388 556
SO urs 79.7 775 73.0 819 53.0 73.0
hog FOCUS@B0OM  74.8 743 724 733 489 68.7
S0t urs@800M 80.9 80.7 77.8 80.7 544 749

Hypernetwork trained for base model
can be applied to fine-tuned model

original 0-shot n-shot
Embeddings orig. base FOCUS ours ours@800
A - - - - 00 0.3 0.5 0.7
Score (1to10) 7.33 748 503 656 659 675 682 6.77
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How to extend tokenizer vocabulary?

Monglingual & Train Tokenizer —
ata
Existing Vocab E—) Concat —— 4 Extended Vocab

{————

Base LLM e Initialize new
Embeddings

LLM with
extended vocab

Continued Pre-
training
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Basic CPT Recipe for vocab transfer

is programming ciudad grande entailment contradiction
—_— q__), I

i —
P — |

Python [MASK] an interpreted [MASK] language Seattle es la [MASK] mas [MASK] de Washington males playing soccer [SEP] some men play a sport la gente se partia de risa [SEP] a nadie le hizo gracia

(a) English pre-training (b) L2 embedding learning (c) English fine-tuning (d) Zero-shot transfer to Lo

CPT:trainonly embeddings Task-training: train only non-embedding parameters

Other CPT choices include

Language-specific positional embeddings
Adding noise to embeddings

Language-specific adapters
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Results

| Method | XNLI MLDOC PAWS-X XQuAD

Joint Multilingual 70.5
Joint Pair 71.1
Adapted Model
vanilla 67.8
+ posemb 69.1
+ noising 70.0
+ adapters 69.5

80.4 87.0 65.7
80.8 87.5 67.0
81.2 86.0 61
80.0 86.9 56.8
76.7 82.7 57.8
79.3 82 66.8

(average results across multiple languages)

Adapted model is competitive with the jointly trained models
Different design choices are useful in different scenarios (language-specific variations)
 Language-specific positional embeddings are generally useful

English performance is not degraded

Generalization across languages in the internal representations of the network
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Some CPT strategies for faster convergence

* Select high new-token coverage data [DataSelect]
* Initially freeze non-embedding parameters [CLT]

* For shared vocab items - try not to deviate much from original
embeddings [ZETT]

* Learn new embeddings using a pruned LLM when using end2end
LM objective aka VocADAPT and ZeTT [MiniModel]
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Can initial pre-training be designed so thatitis
easier to expand vocabulary and support new
languages later?

Goal: Improve plasticity of initial pre-trained model

42



Universal Tokenizer

[Universallok]

Train tokenizer to support more languages
than supported during initial pre-training

CPT benefits more when using a tokenizer that supports

expanded languages.

Even languages notincluded in universal tokenizer benefit

better during CPT

Improved language plasticity and faster adaptation

Can outperform strong vocabulary initialization

methods like average of source vocab embeddings

Works probably because of data leakage in the initial pre-

training

Win Rate (%)

+8x Faster Adaptation

__________________________________________

. e

+2x Plasticity

Tokenizer
—8— cluster
—d— universal

25 300 575

1125
Training Steps

2500

s
=]

L
[ =1

]
=

=
=]

o

mﬁwm e
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Pre-training with active forgetting  ncerorges

During initial pre-training, reset the
embeddings periodically

Avoids network taking shortcuts in
learning embeddings

Influence of compute during CPT

Influence of Adaptation Data Quantity

Teaches the network to adapt forget XNLI Accuracy vs Adaptation Steps

o
o
[=]]
=
A

embeddings quickly during standard
continued pre-training

~

(=
wn
wn

wu

o
o
[%)]

English XNLI Accuracy
[=)]
o

Forgetting during network training has

Average Accuracy on XNLI
wn
=

s
o

. 401 forget
also been explored in more general | | | | standard
Settings 1gtTnkens in t:::g Adaptatior];OCorpus 0 o 20000 & Mggai?on Ste nslﬂﬂﬂﬂ'ﬂ



Summary of initialization methods

Sampling from Random (Normal) Distribution

Average of Existing Embeddings

Weighted Average of Existing Embeddings

Hypernetworks for learning embeddings

Simple
Changes existing vocab’s probability distribution
Large convergence time

Limited change in existing vocab’s distribution
Large convergence time [Avelnit]

Initializations like [WECHSEL, OFA, FOCUS,
ConstrainedW2V,VocAdapt]

Improves convergence rates

Learn a hypernetwork that can predict embeddings
for any tokenizer, enabling zero-shot tokenizer
transfer [ZETT]
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Summary & Recommendations

* Vocab expansion reduces fertility and improves efficiency

e Canwe do better than random initialization?
* Weighted averaging and methods learning the new embeddings do better
 Simple methods like averaging, constrained W2V are strong baselines
* Fast convergence with less than a billion tokens

Will vocabulary expansion lead to lower performance on English?
* Ifinitialized embeddings are in convex hull, greedy decoding results does not change

* CPT can lead to initial drop in results — can be avoided or mitigated with the right representation of
English in data mixture, CPT method, etc.

Is vocabulary expansion competitive/better than relying to initial sub-

optimal vocab?
* Yes, with the right choices about embedding initialization, CPT, amount of data, etc.

Make provision for vocabulary expansion in initial pre-training
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Tutorial Outline

Introduction

* The Multilingual LLM Challenge

Extending LLMs to new languages
* Vocabulary Expansion
* Continued Pre-training

* Post-Training

Multilingual Evaluation

« Summary & Future Directions
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Continued Pre-training



s \

Monolingual Strong base model in target
DENE language for post-training

Continued % CPTLLM

Pre-training

Causal Language Modeling Objective
-
p(X) — p(xla L2y e wT) — Ht:l p($tlx<t)
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Why do continued pre-training? (1)

Language competence/fluency in target language

L(O) L(lOk) L(]OO]() L(]M) Perplexity reduces with increase in
. |
Chinese 10.151 8697  6.634 5249 pre-training corpus size
[LmaByndEng]

£ Achieves same loss as full pre-training from scratch for
F new language with far less compute — 25 to 50% lower

CPT Model Size

v
w

: : ————
g2 % 10 0% 10° 10“1 8239 g% 10® 40

[ScalingCPT]



Why do continued pre-training? (2)

Improve alighment b/w English and target language

Base LLM | After CPT

Gujarati 0.39 0.46 Cosine similarities between English and target
Hindi 0.40 0.44 languages increases with CPT

: [RomanSetu]
Marathi 0.44 0.48

This can be useful for transfer learning from English



Why do continued pre-training? (3)

Provide required knowledge in target language for better understanding

* LMs better at using in-language knowledge vs. cross-lingual transfer

* Incorporate cultural-specific knowledge captured in native language corpora only

Knowledge Probing Task: Predict missing tokens which capture model’s knowledge

es sentence Bioomberg L.P. fue fundada en {mask} x1 ~ 5.

prediction #tokens confidence
fact (Bloomberg L.P,, founded_in, New York) 2012 1 -1.90
en prompt [X] was founded in [Y]. es outputs g]‘ale{?U York g (l)gé
Chicago, Estados Unidos 4 -3.58
2012 Bloomberg L.P 5 -3.06

[Xfactr, MLAMA,CLIKA] 54



Independent: l M-BERT B XLM-R B Language Specific
18 Confidence-based: [1 M-BERT [0 XLM-R [J Language Specific

+—high-resource low-resource—+ EngUSh
12
accuracy for
T bt
0 | 1w x H nx probing is much
en es bn higher than

other languages

8
éEi_, UXIHHUXHHXHHXHHXHﬁXHHXHXXHhX

hu he tr mr war tl SW pa mg yo ilo

Results on Knowledge Probing task shows that non-English languages
don’t have enough data

Most multilingual models can’t transfer knowledge in English to other languages

[Xfactr] >



Why do continued pre-training? (4)

PPLL. Dwn. Cop.

Llama-2 (7B) 23.64 2743 44.67
+ CPT (eu+en) 335 34.14 4343
[EmergentCPT]

CPT can help improve
* Language Fluency
* Downstream Task performance

Retain in-context capabilities of the original model

Accuracy

o
w

0.7 1

2
o

o
in

=
B
1

o
i

2
[

0.0

xnli-fr xwinograd-fr hellaswag-fr

Pre-Training from Scratch on English (PT) B FT on French s CPT on French

[ScalingCPT]

Better than pre-training from scratch for a new language 56

[RomanSetu,EmergentCPT,ScalingCPT]



High Quality Documents
What properties do Wide coverage of topics

we want to seein
multilingual corpora?

Large-scale, Document-level Datasets

Representation of culture-specific data, native literature

Capture data in different modalities and genres

Data to Help Cross-lingual transfer with English
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Publicly Multilingual
corpora are good V Large-scale, Document-level Datasets

starting points
. ? High Quality Documents
Major Corpora )
mC4, CC100
? Wide coverage of topics
Wikipedia
OSCAR
x Representation of culture-specific data, native literature
CulturaX
MADLAD
X Capture data in different modalities and genres
Glot-500
MALA-500 X Data to Help Cross-lingual transfer with English

Build custom language (group) specific collections to address gaps 58



FineWeb?2 — Scaling up the Web Data

~100 common crawl
snapshots

1000+ languages
20TB of data

5B documents

3T words

b_|

Uralic (1.8%) Gl kor_Hang
1 1.0% :mcw - Kra-Dai (1.3%) -
e e H .

But web-data

. Figure 8: Language composition of FineWeb2 Distribution of languages in the final

n dep enden tly may no t fgnilv)\:ebZ dataset. Percentages refer to total utf-8 bytes of each language or language
be sufficient...

[FineWeb2]

59



Explore
additional

sources of data..

1SO 639-3 A Language UTF-8 L
code Script Name Family Subset Words Documents Bytes Disk size
rus Cyrl Russian Indo-European rus_Cyrl 588,579,493,780 699,083,579 5.82TB 1.81TB
cmn Hani Mandarin Chinese Sino-Tibetan cmn_Hani 543,543,038,750 636,058,984 2.42TB 1.48TB
deu Latn German Indo-European deu_Latn 262,271,052,199 495,964,485 1.51TB 719.08GB
jpn Jpan  Japanese Japonic jpn_Jpan 331,144,301,801 400,138,563 1.50TB 667.44GB
spa Latn Spanish Indo-European spa_Latn 261,523,749,595 441,287,261 1.32TB 593.82GB
fra Latn French Indo-European fra Latn 220,662,584,640 360,058,973 1.11TB 502.82GB
ita Latn Italian Indo-European ita_Latn 139,116,026,491 238,984,437 739.24GB 332.47GB
por Latn Portuguese Indo-European por_Latn 109,536,087,117 199,737,979 569.24GB 256.92GB
pol Latn Polish Indo-European pol_Latn 73,119,437,217 151,966,724 432.01GB 210.35GB
hin Deva  Hindi Indo-European hin_Deva 11,173,681,651 22,095,985 120.98GB 31.92GB
ben Beng  Bengali Indo-European ben_Beng 6,153,579,265 15,185,742 87.04GB 22.25GB
slk Latn Slovak Indo-European slk_Latn 14,808,010,769 29,991,521 85.43GB 43.00GB
heb Hebr  Hebrew Afro-Asiatic heb_Hebr 8,462,976,117 14,491,748 68.71GB 23.15GB
lit Latn Lithuanian Indo-European 1lit_Latn 9,132,828,961 13,471,965 56.50GB 25.75GB
bos Latn Bosnian Indo-European bos_Latn 9,086,837,979 21,243,255 49.18GB 24.61GB
slv Latn Slovenian Indo-European slv_Latn 7,688,373,264 12,059,130 41.80GB 19.22GB

[FineWeb2]
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OCR to unlock
diverse regional

Data from m and cultural

different PDFS\ content in PDFs

modalities —
audio/OCR /C\\
@ CR Existing Corpora
Verification N\ I:\é WikiMedia

Web

Scraping '_. | .0'
e S
/v"% v v
ASR
SANGRAHA
Vid o Creating high-quality pre-training
e data at scale
!l;)z
- =i
Sangraha Verified Unverified Synthetic

243 B 163 B Translations and
Transliterations to
enable cross-lingual
transfer

64.2B

High —quality

sources

[IndicLLMSuite]



Pipelines for Cleaning Web Data

Downloading WARC URL filtering from Content Extraction
files blocklists (Trafilatura)

Deduplication Language
(MinHash) Identification

Adaptive Threshold

Precision Filtering |:> Rehydration : Fénet;fgeb

(for low res) (upsampling)

Filtering

[FineWeb2] 62



Examples of Filtering Thresholds

Metrics Description

bytes size of the document interms of bytes,
word_count no.of words present in a document
char_count no.of characters present in a document

lines_count
mean_line_length

min_line length

max_line length
nsfw_words_count
non_li_character_count

10_gram _characters _repetition_score

5_gram_words _repetition_score

total no.of sentences present in a document
mean sentence length interms of words of a document

minimum sentence length interms of words of a docu-
ment.

max sentence length interms of words of a document
no.of NSFW words present in a document
no.of non-latin/non-indic characters in a document

score used for filtering documents using 10-gram charac-
ter repetition filter

score used for filtering documents using 5-gram word
repetition filter

Table 6: Showing all the metrics that are calculated in analysis stage

Common
Vs
Language Specific
thresholds?

[IndicLLMSuite] &3



Adaptive Filtering Thresholds

Filter cc wiki

Group | Baseline English | 10Tail MeanStd MedRatio Quant |10Tail MeanStd MedRatio Quant
fwq 7.00 - - 5.22 4.00 433 | 3.00 5.00 3.89 3.56
goq 6.33 - 5.22 - 3.89 456 | 4.44 4.11 4.22 3.22
gor 6.22 422 | 3.33 2.22 - 411 - 3.89 - 4.00

Table 25: Average ranks by block and method across all languages. Baseline has no filtering,
English is the default FineWeb English thresholds. We then compute each of the other
4 methods — 10Tail, MeanStd, MedRatio (MedianRatio), and Quantile (Quant) — on both
Common Crawl (cc) data and on Wikipedia (wiki). Cells marked with - correspond to
method-filter-group combinations that would remove over 75% of data with a single filter
on at least one of the languages, or that would not remove anything at all. Lower ranks are
better.

[FineWeb2]



Multilingual Challenges in Filtering

URL filtering from

Stop-Word Filtering Language

blocklists Identification

. . Are existing LID models
Can existing blocklists or Need to curate language

. . . good enough for code-
heuristics be extended to specific stop-word lists or . .

.y . . mixed, Romanized
multilingual content? toxic-word lists

content and distinguishing
similar languages?
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Examples of Filtered Content

GEAGT  IORAER  Fee  fem e

@y
W 1

/{ Stock Advice

9 781 8: Moneycontrol » TR » IR SR - et RS

Ot ferfice

e et s

HaR F”
TR i

Marble & Granite

Sale of services
Total

e

Website
o Ead ¥R Ameete oudal sArd ameita deered dad

wft siwe

Top 5 Stocks to Buy Today

dicwd: 532486 | NSE: POKARNA | ISIN: INE637C01025 | Ceramics & Granite

Get Quote

YT

Installed
Capacity
NA
NA

Production
Quantity
NA

NA

Sales
Quantity
NA

NA

@ Mar22

o |3
Sherw (I0E
I TR

EWS FLASH : deda-dtom ®
05 grd o el R e I

NEWS FLASH ; e o &
TR g g o v & R
Mar 2023

Sales

Value

60.36

064 " ﬂﬁ

61.00

Text after Trafilatura

-

|dieRaT fafAes
dltas: 532486 | NSE: POKARNA | ISIN:
INE637C01025 | Ceramics & Granite

I

I | [Mar 2022 |
| 3c9Te T =T | |3$1S| | Installed
I

Capacity

|Production

I

Quantity

|Sales

I

Quantity

|Sales

I

Value

|[Marble & Granite||-||NA||NA]||NA]|
|Sale of services||-||NA||NA||NA||1.08]
| Total| |69.71]|

|FT: TR eTetar

-

Figure 6: Document flagged by symbol heavy filter in the Cleaning and Analysis stage.

[IndicLLMSuite]
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Uncleaned Text

Max( 5 Strategic | ) ¢ | Lyell

Lyell Immunopharma to use MaxCyte’s Flow Electroporation:registered: technology and ExPERT:tm: platform in its T cell
product candidates targeting solid tumors.

ROCKVILLE, Md., July 06, 2023 (GLOBE NEWSWIRE) — MaxCyte, Inc., (Nasdaq: MXCT; LSE: MXCT), a leading,
cell-engineering focused company providing enabling platform technologies to advance the discovery, development and
commercialization of next-generation cell-based therapeutics and to support innovative, cell-based research, today
announced the signing of a strategic platform license (SPL) with Lyell Immunopharma, Inc., a clinical stage T cell
reprogramming company.

Under the terms of the agreement, Lyell Immunopharma obtains non-exclusive clinical and commercial rights to use
MaxCyte's Flow Electroporation:registered: technology and ExPERT:tm: platform. In return, MaxCyte is eligible to
receive platform licensing fees, clinical milestone payments and sales-based payments.

“At MaxCyte, our goal is to maximize the potential of cells to improve patients’ lives, and it is through
collaborations such as this that we can achieve success,” said Doug Doerfler, President and CEO of MaxCyte. “We look
forward to supporting Lyell Immunopharma in its development of solid tumor treatments for patients with unmet needs.”
MaxCyte’s ExPERT:tm: instrument portfolio is the next generation of leading, clinically-validated electroporation
technology for complex and scalable cell engineering. By delivering high transfection efficiency, seamless
scalability and enhanced functionality, the EXPERT:tm: platform delivers the high-end performance essential to
enabling the next wave of biological and cellular therapeutics. Each of MaxCyte's strategic partnerships generates
(e-comn[erg}_)al milestone revenue and the vast majority include sales-based payments.

At MaxCyte, we pursue cell engineering excellence to maximize the potential of cells to improve patients’ lives. We
have spent more than 20 years honing our expertise by building best-in-class platforms, perfecting the art of the
transfection workflow, and venturing beyond today’s processes to innovate tomorrow’s solutions. Our EXPERT:tm:
platform, which is based on our Flow Electroporation:registered: technology, has been designed to support the rapidly
expanding cell therapy market and can be utilized across the continuum of the high-growth cell therapy sector, from
discovery and development through commercialization of next-generation, cell-based medicines. The ExPERT family of
products includes: four instruments, the ATx:tm:, STx:tm:, GTx:tm: and VLx :tm:; a portfolio of proprietary related
processing assemblies or disposables; and software protocols, all supported by a robust worldwide intellectual
property portfolio. By providing our partners with the right technology, as well as technical and regulatory support,
we aim to guide them on their journey to transform human health. Learn more at maxcyte.com and follow us on Twitter
and LinkedIn.

Examples of Filtered Content

Clean Text after Stage 2

Lyell Immunopharma to use MaxCyte’'s Flow Electroporation:registered: technology and ExPERT:tm: platform in its T
cell product candidates targeting solid tumors.

ROCKVILLE, Md., July 66, 20623 (GLOBE NEWSWIRE) - MaxCyte, Inc., (Nasdaq: MXCT; LSE: MXCT), a leading,
cell-engineering focused company providing enabling platform technologies to advance the discovery, development
and commercialization of next-generation cell-based therapeutics and to support innovative, cell-based research,
today announced the signing of a strategic platform license (SPL) with Lyell Immunopharma, Inc., a clinical stage
T cell reprogramming company.

Under the terms of the agreement, Lyell Immunopharma obtains non-exclusive clinical and commercial rights to use
MaxCyte's Flow Electroporation:registered: technology and ExPERT:tm: platform. In return, MaxCyte is eligible to
receive platform licensing fees, clinical milestone payments and sales-based payments.

“At MaxCyte, our goal is to maximize the potential of cells to improve patients’ lives, and it is through
collaborations such as this that we can achieve success,” said Doug Doerfler, President and CEO of MaxCyte. “We
look forward to supporting Lyell Immunopharma in its development of solid tumor treatments for patients with unmet
needs.”

MaxCyte’s EXPERT:tm: instrument portfolio is the next generation of leading, clinically-validated electroporation
technology for complex and scalable cell engineering. By delivering high transfection efficiency, seamless
scalability and enhanced functionality, the ExPERT:tm: platform delivers the high-end performance essential to
enabling the next wave of biological and cellular therapeutics. Each of MaxCyte’s strategic partnerships generates
pre-commercial milestone revenue and the vast majority include sales-based payments.

At MaxCyte, we pursue cell engineering excellence to maximize the potential of cells to improve patients’ lives.
We have spent more than 20 years honing our expertise by building best-in-class platforms, perfecting the art of
the transfection workflow, and venturing beyond today’s processes to innovate tomorrow’s solutions. Our EXPERT:tm:
platform, which is based on our Flow Electroporation:registered: technology, has been designed to support the
rapidly expanding cell therapy market and can be utilized across the continuum of the high-growth cell therapy
sector, from discovery and development through commercialization of next-generation, cell-based medicines. The
EXPERT family of products includes: four instruments, the ATx:tm:, STx:tm:, GTx:tm: and VLx :tm:; a portfolio of
proprietary related processing assemblies or disposables; and software protocols, all supported by a robust
worldwide intellectual property portfolio. By providing our partners with the right technology, as well as
technical and regulatory support, we aim to guide them on their journey to transform human health. Learn more at
maxcyte.com and follow us on Twitter and LinkedIn.

MaxCyte Contacts:

Figure 7: Cleaning performed by ‘terminal punctuation filter’ in Cleaning and Analysis stage.

[IndicLLMSuite]
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Multimodal Filters
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3. e, o o g, qo e || sto Amo g wew (¢fem) (vwreAreda)

|4 grew, TR o | | Confluent Hypergeometric  functions,
o = wfia 1960,

(d) High Bounding Box Overlap: Page [IndicLLMSuite]

filtered out due to high bounding box
overlap. This high overlapping can lead to
disordered parsing of text, break in
continuity, etc. 68

(a) Bounding Box Suppression: Page in
which smaller bounding boxes are
suppressed as these can lead to false flagging
of pages or misaligned text.



Multimodal Filters

amendment

amenity
amicahle

amnesty

analyst
anarchist

anarchy |
animated suspension

anney

annexatior.
annexe

annexed territory.
annexure
annonncement

annual maintenance contract

annual report
anomaly
anonymous complaint

ante chamher ‘
anticipation

anti-national activities
antinationalism

\anywhere in India

apex

apology

appeal

appeasement

(b) Horizontally Sparse: Page filtered out
due to less horizontal text coverage, this can
be indicative of very small lines, lists, index

etc.

(c) Vertically Sparse: Page filtered out due
to less vertical text coverage. This can be

indicative of title pages, comics, etc.

[IndicLLMSuite]
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Usefulness of Data Cleaning

B LID @ LID + Dedup + Filtering
w LID + Dedup B Fineweb?2 (Rehydrated)

— a N N
@ O @ O;
| | | |

Aggregate Score (%)

@ O
|

Arabic Chinese French Russian Thai  Turkish

[FineWeb2]
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Model Based Filtering

High-Quality
Data

Get a better proxy
for quality than
simple heuristics.

Data Pool Annotated @ D i‘
Seed 1Q il

Classifier Train LLM

(a) LLM annotation-based high-quality filtering pipeline

Can be SLLMs, or

Data Pool > Q W classifiers

Classifier Train LLM

Data

simple n-gram
Maral models or simple
fast-text based
T oo i

(b) Manual seed-based high-quality filtering pipeline
[UltraFineWeDb]
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Model Based Filtering

Table 2: Comparison of inference costs for different model-based classifiers on 15T tokens
LLM-based Classifier fastText-based Classifier

GPU Used ve X
CPU Used Ve v
Processing Time (Hours) 6,000 1,000
m—ems MLP MKC* e o
32.0% o ~°~ FTMKC” / e /’l‘)
. . ~ 0, _ . . .—_z‘.’z_.
. FineWeb 2 . /.\./ S, 28.0% TR
) CS MKC ° ., U oD ‘.# °
E ® iy ’.'-In’"— = ° /'/ ¢ E 4./ -
S 30.0% A . S oA\ S y
@) \./ / e —t Yo et o/
U . . . 0 26.0% moms MLP MKC*
I Lo < )
—e— FT MKC
28.0% - / . CS MKC*
240% . FineWeb-2
I 1 1 | I | 1 1 1 1 1 1 1 |
0B 20B 40B 60B 80B 100B 120B 0B 20B 40B 60B 80B 100B 120B
Tokens seen Tokens seen
(b) Chinese (CMMLU) (¢c) German (MMLU)

Trade-off between cost and performance [ModelDataSelection] 73



Model Based Filtering

381
_36;
X
834 |
3 Reaches 0.336 at 38B tokens
= 32
=
301
0 60 120 180 240 300 360
Training tokens (billions)
—— FineWeb-Edu (Ours) —— FineWeb (Ours)
—— Matrix

Figure 11: Performance Comparison on MMLU.
FineWeb-Edu achieves a 33.6% accuracy on the
MMLU benchmark at only 38 billion tokens, sig-
nificantly outperforming Matrix (second best on the
metric), which reaches similar accuracy at 300 billion
tokens.

Model based filtering can help in
filtering documents from targeted
domains (like STEM, Reasoning,
Legal, etc)

Significant downstream
performance boosts compared to
original FineWeb2

[FineWeb]
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Great, so what after Data?



The Multilingual CPT Recipe

[Sailor2]

High quality Reasoning
subset Centric data
SpPecific targeted BEyraNuE )
domains agentic cases,
etc.
L - Instruction
ong-contex Pre-training

Late-stage CPT Annealing/
Cooldown

All Data

Initial CPT

Train on document-level data

: : Balanced distribution across languages
Finetuning on long, coherent

sequences helps model learn and o .
correlate different pieces of Optimize learning rates and schedules

knowledge for CPT
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Does English performance get impacted by CPT?
Model | Perplexity | Linguistic Tasks | Knowledge Tasks _

Base 2.40 50.36 79.28
CPT w/o English 3.68 29.38 44.23

CPT on target language can cause catastrophic
forgetting and degrade English performance

Is retaining English language capabilities and competence important?

* We might want to use the same model for English and the new language

 Candrop in English capabilities impact other languages?

[CLICKA, ScalingCPT] 77



Is retaining English language capabilities and

competence important?  fEmereencen

Drop in English capabilities can impact other languages also

14 1 38
| —— +CPT (eu) —a— +CPT (eu)
12 '| +CPT (en+eu) ag ~°~ +CPT (enteu)
|
\ "
10
ke,
: 32
8 \
! 30
1 3 i
YANER ™ __ o
g \,‘, r - A
4 L k. i L K/ \A\‘—-——-A/A/‘\A/
] Byt g ik, -1_._.1‘-'."1. < 26
& = \A
2
OE K AE 8K BE 10K 0K 2K 4K 6K 8K 10K
steps steps
(a) Validation perplexity (eu) (b) Downstream accuracy (eu)

CPT only on target language can improve language modeling,
not downstream tasks
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What happens if CPT does not include English?

—e— +CPT (aw) #- +CPT (eu+sn) —@— correct answer  —X- INCOITECT answears
103
¥
.‘..
x
8
=
A}
517 \,‘
(—j x
<
o
[
[
104 SN B A g
o i S —;-%»5-;/ T e P T
3 —® —
0K 2K 4K 6K BK 10K
Step

Figure 3: Perplexity of choice labels on Basque down-
stream tasks for Llama 2 7B. The variant without

Distribution shift from switching to a new
language can result in a catastrophic
forgetting of the ICL capabilities of the model

[EmergentCPT]
=+= +CPT (eu+en) =i— +CPT (eu) =e+= +LoRA {eu)
k-
Fi
' 9
20
15x /
i -
1 /l
A=K
o 15 &'
Q i
g 7
2] 1
A i '
1 10 1 -~ 1
2 T s
r""'_._._.-._._._'-l i i
5 i i : 1
! : VA e
2 P
A — e
0 L J
1 10 100 1K 10K
steps

Figure 4: Average layer-wise L2 distance of model pa-
rameters from the initial Llama 2 7B model throughout
full-parameter CPT and using LoRA. The CPT variant

Strong Parameter shift without English



Using LoRA for CPT  enesencer

LoRA and other PEFT methods can be used to reduce catastrophic forgetting

PPL. Dwn. Cop.

Llama-2 (7B) 23.64 2743 44.67
+ CPT (eu+en) 3.35 3414 4343
+ CPT (eu) 3.58 28.890 20.12
+ LoRA (eu) 3.68 28.03 39.61

* Can help reduce perplexity
* Improved performance compared to no-English CPT
« Still lags CPT with English

PEFT methods lack sufficient capacity to make use of CPT data



Data Replay: Adding English to CPT Mix

* Full Replay: Include English in the CPT mix throughout = overhead
* |tcan be sampled at less ratio than the target language (typically 20-30%)
 Curriculum Replay: Include English only during the initial part of CPT

PPL Dwn. Cop.

Basque (eu)

Llama2(7B) 2364 2743 4467 Data Replay helps improve performance in all aspects
+ CPT (full) 335 3414 4343
+ CPT (curr) 3.08 3512 4294

Llama2 (13B) 1366 2952 49.23 Curriculum based CPT can be as effective as full CPT

+ CPT (full) 2.82 4252 4780
+ CPT (curr) 2.65 4242 46.33

Arabic (ar) + Achieves significant savings in compute

Llama 2 (7B) 436 3245 44.67
+ CPT (full) 209 3434 32.60
+ CPT (curr) 2.00 3453 39.66

Indonesian (id) Data Replay also helps regain English performance

Llama 2 (7B) 6.27 26.65 44.67
+ CPT (full) 3.25  30.79 30.79
+ CPT (curr) 3.14 29.09 31.03 [EmergentCPT] 81




Model Merging Original PT and CPT models

* Popular way to improve model performance

PPL. Dwn. Cop

and making it robust v Basque (eu)
. : : Llama 2 (7B) 2364 2743  44.67
gn(img ;cvc\?A\é\]/ork well for SFT and domain adaptation + CPT (cuten) i35 3414 4343
’ + CPT w/EMA (eu) 298 3489 4266
* Model Merging for CPT Llama 2 (13B) 13.66 29.52 49.23
: - : CPT (cu+e 282 4252 4780
* Merge CPT with original checkpoint (rower+ T opT &’fgﬁi ) 271 4139 4299
* Exponential Moving Average (EMA) of checkpoints Arabic (ar)
[EmergentGPT] Llama 2 (7B) 436 3245 44.67
. + CPT (ar+en) 200 3434 32.60
* No need for English CPT +CPT w/EMA (ar)  2.03 3336 4276
Indonesian (id)
| . Llama 2 (7B) 627 2665 44.67
0 - 1% ifL<0Vimodn#0 + CPT (id+en) 325 3079 30.79
L B vn+ (1= )8} otherwise +CPT w/EMA (id) 297 29.11 3334

EMA is very competitive with full/curr CPT

(assign higher weight to older checkpoint)
&nnig & [EmergentCPT]
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Model Merging CPT and SFT models

Model merging can also be used to
combine language and task skills

Merge CPT and English SFT models

* Model Merging can outperform
CPT-then-SFT in most cases
 CT-then-SFT can be preferred in

resource constrained scenarios

Continually Pre-Training

inLaV 'o"
CT-X

BASE

(Llama-2)

Finetuning w/
English FLAN

Finetuning w/

MT-Translated FLAN

SFT-flan

| Task Lang. | Tamil Telugu Odia

Bengali Tibetan Uyghur Mongolian | Average

BASE 28.15 1883 26.64
SFT-flan v 20.19 17.28 2521
CT-X v 52.18 3467 4793
CTSFT-X-mt v v 50.57 3290 30.14
CTSFT-X-flan | V 5395 3796 4456
WAVG-X-flan v + 57.56 37.58 53.59
TIES-X-flan v V 58.46 3950 5649

2547
24.84
30.77
38.40
42,19
37.19
40.31

13.49
2329
13.52
33.85
42.36
44.30
47.86

13.34
22.27
14.80
24.85
49.46
42.64
5243

11.57
19.86
11.09
19.57
24.29
31.09
32.56

19.64
2313
2028
32.90
42.11
43.42
46.80

CTSFT-X-mt n

Finetuning w/
English FLAN
CTSFT-X-flan

Model Merging by TIES ’

TIES-X-flan

~

Model Merging by
Weighted Average

WAVG-X-flan

[ModelMergingLRL]

Model Merging is a useful tool in the language adaptation toolkit for efficient adaptation -



Expansion to large number of languages

3 phase pre-training combining Full and LoRA CPT

1. Full CPT for all languages

2. Finetuninglanguage-group specific LoRA modules

3. Finetune the language-group specific LoORA modules on parallel data

Language-specific modules really help g St i e 0. 006 T
handle a large number of languages | e s s 303 500 57

15% more parameters due to LoRA =
increased capacity helps

COMET-22

IIL'LL\I

Able to support CPT of 50 languages

I =N
[X-ALMA] Direction



Improving Cross-lingual Transfer in Pre-training

Why?
* Help improve cross-lingual alignment

* Make knowledge available in English in the target languages

* Help translation task

* Using Parallel/Translated Data

* Using Romanized Representation
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Using Parallel Data

[Tower, Palm2, PolyLM, OpenHathi,ALMA]

Using human-written parallel data
* Train on document/paragraph pairs = very little availability

* Train on sentence pairs = modest availability depending on language pair

<langl> [text] <lang2> [text]
<lang2> [text] <langl> [text]

Training Schedule

* Monolingual PT followed by Parallel PT (for translation LLMs) [ALMA]
* Joint Monolingual and Parallel data (upsampled) PT [Tower,Palm2]

* Parallel PT followed by Monolingual PT [OpenHathi]
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Parallel data is useful for translation task et e I

Avg. xx—en

Avg. en—xx

BLEU COMET BLEU COMET
R 7 X 2643 77.16  13.86  68.88
[Tower, ALMA, OpenHathi, InciBiling] X Raiulin 2824 7869 1968  73.89
X Filtered 2839 7894  19.56  74.35
X HW 2939  80.00 2217 7652
High-quality and limited parallel data is X 2849 8032 2635 8473
o Random 32.47 83.02 26.98 83.15
sufficient Filtered 3232 8303 2738 8398
- HW 34.02 8408 2989  86.49

Believed to improve LLM ability to understand and generate multilingual text [Palm2]

No systematic results on utility of parallel data in pre-training on downstream tasks

Previous work on encoder and encoder-decoder PLMs [PrimerPMLM]

* Improves retrieval and translation quality significantly

* Modest improvement for cross-lingual transfer in different tasks
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Machine Translated Data for Monolingual Pre-training

[IndicMonoDoc, IndicLLMSuite, TransLLMWeb, MTPretrainLessons]
Why:

* Most languages do not have sufficient monolingual data to capture
knowledge

* Transfer of knowledge in multilingual LLMs is challenging
Simple, brute-force solution: Translate English content to other languages

* Needs adecent MT model
* NMT as well as LLM-based translation perform similarly on downstream eval

* Can be most useful high-quality, knowledge intensive corpora like
Wikipedia, FineWeb-EDU
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Machine Translated Data for Monolingual Pre-training

- j Sentence level - Language Model
— Translate —— )
[ - _}' Translation Model _)' — \ in Tgt Language

&n masse
Src -> Tgt
Clean Monolingual Documents Unfiltered Translationese T
in High Resource Source Language Documents in Tgt Language Train LM using
Eg: English Translationese corpora

B -] — @ — B

Pretraining Tgt Only

Filtered Translationese
Perplexity Filter
Clean Monolingual Documents Documents in Low Resource

in Low R T tLa
in Low Resource Target Language Target Language

Eg: Hindi, Gujarati

[IndicMonoDoc]
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Effect of MT data on Pre-training

* Pre-training on MT data competitive to native language documents on many NLP tasks

* Translation quality filtering + CPT on small native data improves quality

* For small LMs, synthetic data might outperform original data

NLU NLG
Model . i - . ey Headline Sentence Question I
IXNLI bbe-a iitp-mr iitp-pr midas Avg. Gen. Summ. Gen. Wikibio Avg.
Hl-clean 73.61  B1.75 7258 79.73 8034 T77.60 27.54 23.64 24.84 52.16 32.04
syn-HI_en-unfiltered T2.87T 7792 64.36 76.22 7991 T74.26 27.29 22.93 24.22 50.14 31.14
syn-HI_en-unfiltered+10% | 74.63 78.36 67.75 7146  80.17  75.67 26.98 23.20 24.76 51.34 31.57 )
syn-HI_en-filtered 7475 8106 69.03 7858 7973 7663 | 27.15 23.10 2441 4988 3113 [IndicMonoDoc]
syn-HI_en-filtered+10% 74.49  8%0.94 71.61 7992  80.64 7752 27.87 24.23 24.87 51.18 32.04
71.18
Model size Scaling is effective even for MT data v g
6.55 v
MT data is less effective for medium/low-
resource languages with lower MT quality 5.91

[MTPretrainLessons] o



Limitations to using MT data

* Models trained on MT data weak on linguistic proficiency and cultural knowledge
* Additional CPT on small native data improves quality can help overcome these deficiencies

_ Native LLM | MTLLM MT+ Native CPT LLM

Linguistic Proficiency 79.41 65.13 74.79
62.62 48.84 57.61

[TransLLMWeb]
Cultural Awareness

Linguistic competency test for French on fr-grammar/vocab tests
Cultural awareness tests for Indonesian on COPAL-ID testset

MT data can be successfully used for CPT of an English-heavy LLM

M hi Gui : Dat Marathi Gujarati
Data Marathi Fujarats ata Gemma Llama-3 Gemma Llama-3
Gemma | Llama-3 | Gemma | Llama-3 2B 8B 2B B
EB SB ZH SH Base model | 90.89 ELTHS 05 I 873 84 EOLN2 07260 OIS
Base model 178.898 | 66.740 | 71.136 | 2.839 clean 90 *00M 197,17 F0OL [ g7.79 TOOIZ [ 93 33 H0.0LE
clean 37.599 11.196 10.350 2312 synthetic | oo . 10.012 | g5 3 10016 | g3 gg £0.009 | gy g +0.01
synthetic-unfiliered | 92.813 | 15.697 | 10.941 2.816 nniilcred
synthetic-filtlered | 104.148 | 14.622 | 10.150 2.236 SE;‘H"CE" 86.67 10016 | gg.15 £0011 | g4 10 +0.013 | g3.gq +0.007
tere
LM Perplexity [IndicMonoDoc] Accuracy on few-shot sentiment analysis
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Large Scale Pipelines for Translation

[IndicLLMSuite]

Templating

Global Sentence
Dataset

Binarize

Translate

Decode

Replace

o

Convert Data Parquets into
standardized document format

Create a global sentence level
dataset

Process sentences dataset using
IndicTokenizer and IndicProcessor

Bulk translate Indic-En or En-Indic
utilizing Local, PySpark or TPU Setup

Decode the output ids into the
corresponding Indic Text

Replace the English Text words with
the translated words to maintain
document structure

Format Preserving
Translations

Alternatively
use LLM-based
translation
systems

Efficient Translation

Pipelines
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Pre-training on Romanized Representation

[RomanSetu, IndicLLMSuite, TransliCo]

Non-Roman script challenges: High-fertility/data loss, expensive vocab extension

<s> oRAT: 35 SRl E[-::::ﬂ?[-:;:-?-:::?[ H\TIT'[O{D o YoRA-TT 3 SCUIRC | gr-ﬂ-::f::-‘r‘ie:::-ﬁ -T<OXEQ><OXA4L><OXAD > (<OXE@><OxA4>
<@)(87>m-:;j?[ ) G'TQ[ 3H ﬁﬁ\ﬁ[ "C[]H\qq HO Y I[\ t{\wf‘$\1§|w a\ Q_G;\ 6'5\ |<OxOA>

(130 tokens)

<s> chaaron antariksh yaatree bengaluru mein bhaarateey antariksh anusandhaan sangathan (isaro) kee antariksh ya

atree suvidha mein prashikshan le rahe hain.<@x0A> (63 tokens)

Why use romanized data

. Many languages are additionally written _-anguage N R Language E-N E-R
in romanized script Gujarati 18.44  3.39 Gujarati 0.39 047
. . : Hindi 736 2.98 Hindi 0.40  0.50
T[‘.e Samet:";'c”pt as English = better Malayalam  12.85  5.04 Malayalam 040  0.46
alignment: Marathi 891  3.64 Marathi 0.44 048
. . . Tamil 12.11  4.89 Tamil 0.44 0.43
Transiteration choices . »
. . Romanized fertility more Romanized representations are
* Naturaltransliteration than 2x lower than native better aligned to English than
* Fixed Romanization schemes script fertility native script representatioqs

[RomanSetu]



Aligning the romanized representations explicity

[TransliCo]

Fine-tune an LLM by contrasting sentences in its training data and their

Roman transliterations

Aligns the representations
across scripts

Improves cross-lingual transfer
on a variety of tasks

Post-align

Pre-align

Taxil500 NER POS

| XLM-R Glot500 FURINA | XLM-R Glot500 FURINA | XLM-R Glot500 FURINA

Latn 22.5 52.6 59.8 60.3 66.1 67.3 68.1 T4.4 75.7
Cyrl 30.2 508 636 51.8 653 66.2 66.7 703 79.5
Hami 66.6 68.2 T0.1 231 222 219 222 355 18.2
Arab 48.5 60.8 66.5 45.0 534 57.7 65.8 68.8 69.3
Deva 49.5 66.6 732 56.9 56.2 58.9 583 598 60.8
Other 49.5 59.5 652 452 50.4 504 659 68.8 67.1
All 26.7 54.3 61.0 553 61.6 62.8 65.6 71.8 71.9

95



Summary and Recommendations

* CPT helps improve language competence and model’s “accessible”
knowledge.

* High-quality, diverse and culturally relevant data should be curated.

* Critical to maintain English task performance during CPT
* Avoiding catastrophic forgetting: Data Replay, Adapters, Model Merging

* Does parallel data improve cross-lingual transfer?
* Improves translation quality
* Improving cross-lingual transfer, use of translated data requires further
research

* Data augmentation methods like romanization, code-switching are
helpful
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Tutorial Outline

Introduction

* The Multilingual LLM Challenge

Extending LLMs to new languages
* Vocabulary Expansion
e Continued Pre-training

* Post-Training

Multilingual Evaluation

« Summary & Future Directions
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Post Training



Language Fluency Pre-trained Model

(Text Completion)

BT

I

Post-trained Model

Chat Capabilities

/’

\

Supervised Instruction Tuning

Preference Alignment

Reasoning Capabilities




Outline

* Supervised Instruction Tuning
* Data Creation Strategies
* Training Strategies
* Ablations

* Reinforcement Learning
* Introto RL
* RL for preference alignment
* RL for Reasoning
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Supervised Instruction Tuning



CPT LLM

IFT dataset
(instruction,
Input, output)

Train on in-language IFT dataset

Sources of IFT dataset
Quality and diversity of IFT dataset

Instruction E——) IFT LLM

Finetuning

Supervised Modeling Objective

|V| . Only computed
ECE(Y;Y) - — E Y log(yj) over the output
j=1

tokens

1 AV
LspT = N ;g(}E(Yi;MQ(Xi))

To retain English task performance
Include English in the IFT training
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Instruction Tuning Tasks

Variety of tasks/objectives to improve non-English performance

* English Data IFT
* In-language IFT with Machine Translated Data
* Locally/Culturally relevant IFT data
* Synthetic Data Generation
» Parallel Data
* Monolingual Data
* Romanized IFT Data

Transforming IFT * Cross-lingual Thought Data
Datasets * Cross-lingual IFT Data

e Code-switched IFT Data

Let’s look at these tasks in detail
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Generating IFT Data



Using English IFT Dataset

Instruction tune the model on English instruction dataset

Evaluate on non-English data =» Zero-shot cross-lingual evaluation

Instruction tuning on English important to retain English capabilities

Important for performance in other languages also

Representative English IFT datasets
* Tulu3 Mixture

* UltraChat

* FLAN

* ORCA
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Zero-shot Results

[MultlingualPostTrainer]

Summarization (Rouge-L) Math (Accuracy)
Aya 7B Aya 35B Aya 7B Aya 35B
ar 0.24 ar 0.26 ar 0.00 ar 0.60
en 0.29 en 0.33 Reference English performance en 0.49 en 0.76
es 020 es 0.23 es 0.36 es 0.27
fr 025 fr 0.29 fr 0.19 fr 0.63
ja 031 ja 0.38 ja 0.18 ja 0.61
ko 014 ko 0.20 ko 0.26 ko 0.54
pt 026 pt 0.27 pt 0.12 pt 0.68
zh 026 zh 0.26 h 0.23 (J 63
( Avg. 0.25 ) @ 0.28 Q‘Fg 0. 2?) Qvg 0. 5)

v

Emergent zero-shot cross-lingual transfer as we increase model parameters
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Using Machine Translated IFT Dataset

* Translate English instruction tuning datasets into the language
* Fine-tune model on translated dataset

Task | BeleBeleQA | MKQA | XL-Sum |

Accuracy F1 Rouge-L Average performance across many
English IFT 45 .58 36.48 8.42 languages; [SDRRL]
Language IFT 48.28 37.95 15.87

Instruction tuning on translated data outperforms English instruction-tuning
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Creating Translated IFT Data

* Off-the-shelf NMT systems [airavat]: higher quality, particularly for low-resource
* GPT [okapil: can do translation taking the entire context of input/output
* Hybrid Approach [LimByndengl: DO one of the above depending on language’s translation quality

avg. avg.
#]angs_ chrF BLEU Model Human (General/Discourse)

ChatGPT (0-shot) 203 32.3 16.7 News Social Fiction Q&A  Ave.
ChatGPT (5-shot) 203 33.1 17.3 Google  1.9/2.0 1.2/1.3 2.1/24 15/1.5 1.7/1.8
GPT-4 20 44.6 24.6 DeepL  2.2/22 1.3/1.1 24/26 1.6/1.5 1.9/1.9
' | Tencent 2.3/22 1.5/1.5 2.6/2.8 1.8/1.7 2.1/2.1

g{;;‘ l:e %(1); ggg gz é GPT-3.5 2.8/2.8 25/27 28/29 29/29 28/28
2 . . GPT-4  3.3/3.4 2929 26/28 3.1/3.2 3.0/3.1

Comparison of various translation engines

Comparison of various translation engines
Document-level

Sentence-level
[ChatGptMT] [ChatGptMT]
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Creating Translated IFT Data (2) EEESEEEEETE

Quality Filtering
High quality examples are important for instruction tuning

* Use an MT evaluation metric like COMET-QE to identify bad translations
* Rule-based filters to avoid code examples, etc. that are difficult to translate

Threshold 7> 0.7,0.8...

A
E—— Filter

Translated IFT Data %(

E——

High-quality IFT Data
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Creating Translated IFT Data (3)

* Instruction, Input, Output [Okapi, Airavat, xLLama, SDRRL]

* Input, Output sLoomz

* English instruction is a common usecase
* Models are good at English Instruction following

* |Instruction, Input [Bactrianx]
* Give translated Instruction & Input
* Generate response using GPT in the target language
* Language/culture-specific examples

Stanford ({8
Alpaca %

' ' Translated

+ Instructions

3 Dolly EN to 51 1
languages

Instructions
GPT

P LoRA
L « Adapter 3.4 Million

Instructions
e A\, + Responses

Bactrian-X
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But we are just translating existing datasets —they might not be reflective
of topics relevant to the language users

May not be relevantin
target language
region/culture

Canyou tellme some Sure! You could have

pancakes and eggs...

popular breakfast
options?

Can we synthetically generate SFT datasets?
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Generating Cultura

lly Relevant IFT Data

Creativity is

the limit

through English

Use multiple English LLMs along with Wikipedia context
to simulate conversations on topics of interest

Q: Who was the first ruler
of Delhi Sultanate?

Q: Who was the first
ruler of Delhi Sultanate?

-~ 1L

Init User LLM Assistant LLM o
. A: Qutubuddin Aibak was

. the first ruler of Delhi
Sultanate

Intent

Understanding the

. . Q: Who was the first ruler
history of Delhi.

of Delhi Sultanate?

A: Qutubuddin Aibak was
the first ruler of Delhi
Sultanate

.............................’

H
?

Q: When was :
Qutubuddin Aibak born

Intent LLM Next User LLM

& O\

(

Can you tell me more about the Lotus Temple? What is it
@R known for and what makes it unique?

The Lotus Temple is a Bahd’i House of Worship located in
South Delhi, India. It is known for its distinctive lotus-like
architecture, which is made up of 27 marble petals arranged
in clusters. The temple has received a wide range of attention
in various venues for its exceptional beauty and architectural
design. It can accommodate up to 2,500 people and is open
to people of all religions, who come to pray, meditate, or
contemplate. The temple's unique design and serene
atmosphere make it a popular destination for tourists and
locals alike. It is surrounded by nine pools of water and
gardens, adding to its peaceful and picturesque setting. The
Lotus Temple is one of the most visited buildings in the
world, attracting millions of visitors every year.

Could you compare and contrast the historical significance
@  @ndarchitectural styles of the Jama Masjid and Lotus
P

Sure, T'd be happy to help with that.

The Jama Masjid. also known as Masjid-i-Jahan Numa, is
a significant historical mosque in Old Delhi, Tndia. Tt was
commissioned by the Mughal Emperor Shah Jahan in 1650
and completed in 16356. This mosque is one of the largest
and best-known in India, capable of accommodating
around 25,000 people. Tts architectural style is typically
Mughal, featuring red sandstone and white marble, with
two minarets and three gates on cach side.

The Lotus Temple, located in South Delhi, is a Bahd’i
House of Worship. Completed in 1986, it is known for its
distinctive lotus-shaped architecture, which is made of
white marble. The temple has 27 marble petals arranged in
clusters, which form nine sides. The architectural style is
modern and unique, representing the Bahi'i faith's
principle of the unity of all religions.

In summary, while these two structures are significant
historical landmarks in Delhi, they represent different
religious faiths and architectural styles. The Jama Masjid is

2 example of Mughal architecture, the Lotus
Temple is a modern representation of the Bahd'i faith's
unity of religions.

(a) English
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(b) Telugu

Translate the conversations from English to target language

[IndicLLMSuite]
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Data generation in English?
=» LLMs are quite capable when it comes to English generation

Can we generate data IFT data in the native language?

* Limited language supportin LLMs
* Quality of LLMs for multilingual generation
* Possibility of hallucinations, factual inaccuracies, cultural biases

Collect
Multilingual
- i i Seed Tasks

Sample Tasks as
Demonstrations to
Construct Prompts

!
|
|
|
| T
. Tterative Add New.' -Tasks to the I rti:lr;onupnesu
(?eneratgs the entire examples from strong LLM poave WL 2 | Task Pool (rson
like GPT in target language |
|
. . . MULTIALPACA :
Use methodologies like Instruction DRSS \

backtranslation
[PolyLM,SealLM,Updesh,AyaExpanse]

e e e e e e Es Es e e -
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Table 2: Generative task categories with synthesis methods, phases, and model configuration

Task Type Synthesis Method Phases Qwen3-Mode

LOGICAL REASONING Generate implicit inferences from text pas- (1) Direct inference genera- Reasoning
sages tion

MuLTI-HOP QA Create questions requiring information syn- (1) Question generation (2) Reasoning
thesis across text segments Answer generation

CREATIVE WRITING Transform factual content into engaging (1) Generate creative piece Reasoning

narratives

(2)  Generate
prompt

eliciting

MULTI-TURN DIALOGUE

Agentic workflows with 3-5 turn conversa-
tions between personas

(1) Generate dialog adher-
ing to personas (2) Gener-
ate natural prompt

Non-reasoning

SUMMARIZATION

Generate summaries preserving key infor-
mation across languages

(1) Direct summary genera-
tion

Non-reasoning

MACHINE TRANSLATION

Cross-lingual conversion maintaining cul-
tural context

(1) Direct translation

Non-reasoning

CAUSAL REASONING

Identify and explain cause-effect relation-
ships in text

(1) Direct causal analysis

Reasoning

Itis possible to synthetize diverse IFT data using strong multilingual LLMs along with high
quality filtering with strong multilingual LLMs validated by human annotators

[Updesh]
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[AyaExpanse, MultilingualArbitrage]
Mix and Match depending on our use case

No single multilingual modelis good for all scenarios.
Route the data generation to an appropriate LLM based on prompt -
rule-based, learned router, etc.

Prompts ~_ Completions
b RAOBERH ARSI A(rbit_ra@l o R R R . 6
Sa-Aya’

1 . .

1 " - it w I
? » Le musée du Louvre ouvre a Sh ... €2

'

P2 | "Quand ouvre le musée du Louvre?"

I
| I
P3| "konwu CBATKYKTb iBaHa Kynana?" - "Ieana Kynana npunagae ..." Ccz !
T > . '
i I

I

I

J

Ps|  MfOeme) sl QY g " e el s gl e

' |Router _“_+$_‘ . '
Ps "Kapadokya Nedir?" > ——» "Kapadokya, Anadolu'da tarihi ..."|C5 |

- ] :

. 1] - | . !

Yot "éCudndo es La Tomatina?" ) “—>» "A finales de agosto suele ser ..." |c,, :
| )

2 WEFEESK? " ?m S e ..

Arbitrage Training Set

Routing-based ensemble model can significantly improve final model performance
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Auxiliary Tasks



Can we align the language spaces for better cross-lingual transfer of
knowledge and skills

Can parallel data or script uniformity help achieve the goal?
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Using Parallel Data

Translation is a special task for multilingual IFT models

Teaches the model to translate

Aligns English and language representations better
Improves performance on other downstream tasks
Parallel data and translated IFT data both help

86

84

82

80

78

TOWER 7B O
¢ ALMA-R 7B Mixtral-8x7B-Instruct |
LLaMA-270B
O Gemma 7B

[J LLaMA-2 13B
Mistral-7B-Instruct-v(.2

[ LLaMA-2 7B % NLLB 54B

7 13 46 54 70
Model size (# billion parameters)

Results for translation task

Instruction Data XQUAD (exact match) MLQA (exact match) mLAMA (exact match) XLSum (Rouge-1)
Alpaca-En 31.8 26.7 53 9.0
Alpaca-En+En-Zh 34.3 38.0 5.8 271
Alpaca-En+Alpaca-Zh 51.7 48.0 21.9 25.5
Alpaca-En+Alpaca-Zh+En-Zh 54.9 51.8 30.4 28.3

Results on Chinese for various Tasks

Instruction-tuningData Ar Hi Vi Zh

Alpaca-En 16.1 13.7 34.1 26.7
Alpaca-En+En-Zh 33.6 35.1 42.2 38.0
Alpaca-En+Alpaca-Zh 33.1 35.1 50.1 48.0

Alpaca-En+Alpaca-Zh+En-Zh 37.0 42.3 50.8 51.8

Results for other languages on MLQA

[xLlama,PLUG,TOWER,ALMA-R]
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Romanized Representation

Just like pre-training, use romanized representation for IFT too

Native script data

Y

Romanized data

English data

Continual

——_____pre-training

Translate &
Romanize

English SFT data

* NLG task performance improves with romanized data
 NLU task performance is on par, though more efficient
* Note: CPT with romanized data is crucial for Romanized

Data IFT

Base LLM

l

Continual
Pre-trained model

|

Instruction Tuning

|

Fine-tuned model

IndicXTREME —— BaseLLM (N)
(F1) -<- BaselLM (R)
—e— CPT (N)

-<- CPT(R)
—— IFT(N)
-+= IFT (R)

Translated
NLU
(Acc.)

MT xx-en
(chrF)

MT en-xx IndicNLG
(chrF) (ROUGE-L)

[RomanSetu]
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Can we furtherimprove the fluency of the target non-English language
text?

Can monolingual target language data help achieve the same?

121



Using Monolingual Data

* “Translationese IFT Data” =» output language might not be fluent and high-
quality

* Expose model to monolingual target language data during IFT
* Incorporate a task that helps model generate fluent output in target language

Task 1: Standard next-word prediction (CI—M) Question: Complete the following éentence in In-

Switch between IFT and CLM objective in mini-batches |donesian according to its context.
Sang rubah cokelat cepat

Answer: Sang rubah cokelat cepat melompati an-
jing malas.

Task 2: Sentence Completion Task

Only IFT objective required

[SDRRL] 122



Transforming IFT Datasets



Models are still better in English

What if we ask in target language and use English as a proxy or vice versa?
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Cross-Lingual Thought Prompting (XLT)

Ask the model to implicitly think in a different language

Monolingual QA

BB HHEIMERT AT
(What is James Webb Telescope?) Q
Respond in Chinese.

a® [ EEFEEESES.. 777 ]

Monolingual QA
with Translate-
then-Test

Monolingual QA

with 'thinking in
English' aka
Cross-Lingual Thought
Prompting

(James Webb Telescope is ......777)

Monolingual QA > Translate to English >
English Answer > Translate Back to
Source Language

BT BABITEETAT
(What is James Webb Telescope?) Q
Think in English, then respond in Chinese.

Let me interpret the instruction in
English: What is James Webb
Telescope? So the English response
is: James Webb Telescope is an
infrared space telescope..,...

(James Webb Telescope is an infrared space telescope!)

m%l I (RS e — MM B S| J

Model asked to generate
intermediate English artifacts

No explicit translation call

The LLM itself isused as a
translator implicitly

\/ Multiple inferences are avoided

\/ Inputinoriginal language is
available to LLM

x Increased token length for model,
Reduces possible input token size

[XLT,PLUG] 125



Cross-Lingual Thought Prompting (XLT)

Ask the model to implicitly think in a different language

_— Reasoning Understanding Generation
ettings
. MGSM XCOPA | XNLI PAWS-X ] MKQA XL-Sum* FLORES*

text-davinci-003
Basic Prompt 125 70.1 533 52.0 29.0 23.7 154
CoT 25.7 70.9 53.0 57.8 30.9 23.8 15.8
Translate-En 15.7 68.0 54.8 55.0 - - -
XLT 23.9 733 | 624 57.1 | 40.2 252 1 by fiy

Zero-shot
gpt-3.5-turbo
Basic Prompt 23.3 76.9 52.6 65.5 31.6 24.7 19.1
CoT 45.5 78.3 54.8 61.0 14.8 25.4 19.7
Translate-En 27.1 75.7 522 66.8 - - -
XLT 70.0 80.3 | 65.5 63.6 | 427 26.1 21.2
text-davinci-003
Basic Prompt 45.5 75.6 59.1 68.7 39.1 26.8 -
Translate-En 46.5 77.4 56.9 68.5 - - -
XLT 554 81.3 | 67.5 722 | 496 273 -

Few-shot
gpt-3.5-turbo
Basic Prompt 63.0 80.1 61.4 66.4 43.7 25.5
Translate-En 65.1 81.9 58.3 63.7 - -
XLT 25 859 | 65.0 69.1 | 525 27.9 -

Model asked to generate
intermediate English artifacts

No explicit translation call

The LLM itself isused as a
translator implicitly

\/ Multiple inferences are avoided

\/ Inputinoriginal language is
availableto LLM

x Increased token length for model,
Reduces possible input token size

(XLT,PLUG) 126



TaCo: Instruction tuning with Cross-Lingual Thought data

LLM
B BAELRETAY
(What is James Webb Telescope?) a
Think in English, then respond in Chinese. .
Let me interpret the instruction in
English: What 1s James Webb
Telescope? So the English response
is: James Webb Telescope 1s an
mfrared space telescope.. ...
| e EEERER MM DR Finetuned LLM
&ia (James Webb Telescope is an infrared space telescope!)
Limitations S
) Nepali 39.3 88.1
* Reduced maximum sequence length Persian 46.5 83.9

* |ncreased latency

Evaluation on translated Vicuna Benchmark with GPT4

The PLUG paper also shows improvements (discussed later) (TaCG,PLUG)



Cross-Lingual Instruction Tuning

English Non-English
« N
In-language . ..
] [ tl t
instruction sets (Qhu Ahl) Jointly optimize
all these
objectives

4
Cross-language _ %
instruction sets (Qnis Aen) (Qen, Ahl)

Qpi: # 3T THY YSET RIS T FY UR Tehel €7 H 5 Higred foig S|

en:

Prioritize tasks based on importance and urgency.

Set specific goals with deadlines (SMART goals).

Use time management tools like calendars and apps.
Minimize distractions to maintain focus.

Regularly review and adjust your schedule for better efficiency.

apr D=

Cross-lingual instruction help the model to align languages and think in English

Avoids intermediate English generation of Cross-lingual Thought Prompting [SDRRL,X@OT,CIT]



Code-switched Instruction Tuning

Code-switching: alternating between two or more languages in conversation

Generate code-switched instruction by replacing some source words with their target language translations
Qpi: & 319 time YErel skill T ¥ FUR Fehcl §? HH 5 brief foig S

en-

Agca 3R drcIfoiehdr & 3R R FHrat s sraf@ear ¢

JHT HAT (TATE of&y) & iy fafdse oeg Fuiid #Y

thelsy AN U S GAY YU T T YA |

PIhd dTT IW@e & folv QAo St FH HY|

?a&m%ﬁvﬁaﬁam@rmm“ $r e FY R 3 gERST
|

RN

Code-switching help the model to align languages better at sub-sentence level

m timizations to improve m ls further

* Retain English instructions, code-switch only the inputs and outputs
* Do code-switching during pre-training as well

[COMMIT,SDRRL,XCOT] 29



Self-Distillation from Resource Rich Language

Minimize distractions to maintain focus Maintain focus by minimizing any

disturbance
Generate

What is the most important (Qeni Aen) — LLM — ' (Qen; A:en) l

time management technique?
(Qnir Ani) V l (Qnir Api) l

Using the model’s own responses can help imprpving the model’s own representation space

response

(Self-distillation)

[SDRRL,LMPpl] 130



Putting it all together [SDRRL]

Vanilla Instruction Pairs Translated Instruction Pairs
(QeN, AgN) F---> ?a ----»  (Q1a,A354)
Translation
(a) Vanilla SFT (b) Translate-then-SFT

Cross-lingual Instructions

Qex —> LLMs —> Apy—> (QEen, 4Agn) T

Self-Distillated Instruction Pairs B, Transtation fask
(Qya, Aja) (Qya, Afn) <«—— Translation ¢ +

* * ((x-
(QEN, AJA) (QEN, AEN) CodeSwitch Sentence Completion Task

(c) Self-Distillation from Resource-Rich Languages (Ours) (these tasks are added so model
preserves native language

competency) Ja



Summary Results

BELE. XL-SUM FLORES MKQA AvG.

Performance on Target Language

SFT 42.24 16.48 18.45 38.86  29.01
T-SFT 42.77 15.32 16.59 4340  29.52
CIT 42.53 15.75 20.49 43.70  30.62
XCOT 41.19 15.79 17.21 42.04  29.06
SDRRL  43.67 17.89 25.86 44.63 33.01
Performance on English Language
SFT 60.19 15.25 28.49 39.62  35.89
T-SFT 58.70 15.63 23.72 37.43  33.87
CIT 58.66 15.42 18.31 36.67  32.27
XCOT 57.73 14.90 23.96 3794  33.63
SDRRL  60.67 16.24 29.47 40.32  36.68

(This summary is for the SealLLM

backbone LLM, results in main paper are

for LLama)

[SDRRL]

SFT: FTon English data

I-SFT: source and target translated

CIT: target translated

XCOT: source translated + source code-switching

Bringing together all these objectives and data augmentations:

Helps improve overall response quality across multiple tasks
Retains English performance
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IFT Data Transformation Helps sorau

NLU AvG. NLG AvG.
TAR. ENG TAR. ENG

1 Full Method 50.58 66.29 28.24 31.69
% Dy and Digp 49.56 6593 26.15 30.55
3 -Dgynn+D 4859 65.10 25.16 30.10
4  -Dpgand Deomp 5041 66.01 26.61 30.19
5
6

- Code Switching  50.37 65.94 27.13 30.69
Only Dt and Deomp  41.25 61.61  17.89 22.28

Table 6: Ablation study. Average scores of target lan-
guage (TAR.) and English (ENG) on natural language
understanding task (NLU, including BELEBELE) and
natural language generation tasks (NLG, including FLO-
RES, XL-SUM ROUGE-L, and MKQA) are reported.

{a) Before SDRRL

L] .:.g. ‘.* {:‘
“%;ﬁ*‘_!: .
'*’1;.;&

Using the LLMs own responses is a very useful method to
improve cross-lingual transfer

The MT and sentence completion tasks are very useful
The cross-lingual instruction tuning tasks are also
complementary
Code-switching (on input side) has modest benefits

(b) After SDRRL

* Source Language

* +  Targer Lamnguage
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[MultilingualPostTrainer]

How much non-English IFT Data?

1.0
—a— Mathematical Reasoning
0.9 —#— Summarization
—a— Instruction Tallowing
0.8 —
= . ———
- 0.7 4 | S 'd_.____.-—"“——-—._.____ 5_...——‘—-—-_.__\___h =4
o ‘ ___. - B —
= L} "-a.._\_\_\_\_\- _'_'___,_,—'— - L]
[IT] & e g
o . w
]
't oas
[aF]
o
0.4
0.3
0.2
=g & & & =3 &
o5
o 3 o g K= ﬂ§

Samples per Non-English Language

As we increase number of non-English language samples:

 Small models: Multilingual performance improvements are task-dependent

* Large models: Multilingual performance plateaus after the addition of 200- 400 samples per
language for each task.
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Seen vs Unseen language

Unseen languages benefit from
improvements on seen languagues

But suffer if seen language performance
deteriorates

This means that the performance trend on
the unseen language is dependent on the
seen language performance trend

=
i

Accuracy

[MultilingualPostTrainer]

Saen Unseen
o I ] ) £ &
S8 & & & & &
Samples per Nan-English Language
®= Saen Unseen
—_— T
- —
1
E =] 2 2 £ £ ]
£ ] = o .."_?l .-i'_t-ﬁ -.-ﬁl

Samples per Non-English Language
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Multi-task Training Benefits

Model Size  —— 35B e Languages  —®— Seen - Unseen
a4
. . . -t i’ ., w®
4.2 ! —— — * —-l= - K ' rd
[ — )\
= - F
'ﬁ a0 i
o x
g
16
34
0.3% M R =
0.30
-
ra'\r:va
2
] . -
[~ %! . res— F L r i K L R ]
= ey . .-y
= i
w24 L
o
020
0.8
o7 .
s .— e e . B e 20 oo
0.6 Y = =
P~ g
(=] ®
®os
=
8 0
<L
& 0.3
=5
01

o L Lx] [~ O D o oDy
¥ S S TS S S EE S S5ssy
“ = 5% A I o e

Non-English languages benefit from task diversity in large

models.

[MultilingualPostTrainer]

With sufficient scale, models are able to transfer to

unseen languages for some tasks.
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SC ri pt VS La ngu age [MultilingualPostTrainer)]

—#— Latin script languages Mon-latin script languages
an .__'____'_'___——_*H—_,_‘_\__ﬂ.__‘___,_._rl-—-_.___\__.
3.9
« Cross-lingual transfer from Latin script =
languages insufficient for non-Latin script "
languages — Script dependency of cross-
lingual transfer
 Mathematical Reasoning may benefit from e 8 s & s $
. . . . . . . ey B
Latin-script data as it is not as linguistically samples per Non-English Language
motivated as IF and summarization tasks. ~a- Latin script languages Non-latin script languages
4.1
4.0 - .- i
- Mi-f.—______'f
g'a.s
S s
3.8
R s 8 S S

Samples per Non-English Language
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Summary and Recommendations

* Machine Translation is a good starting point to create IFT data

* Use LLMs to generate culture/region-specific data in
English/target-language

* Improve alignment between English and other languages using
methods like cross-lingual instruction tuning, romanized/code-
switched data

* Machine Translation is an important task for cross-lingual
alignment
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Beyond Multilingual IFT: What’s Next?

* Multilingual IFT gives us instruction-following ability across
languages

* But two core challenges remain:

o Preference Alighment: Responses may still be not well-
calibrated/nuanced, unsafe, biased, or culturally misalighed across
languages

o Reasoning: Models often fail at multi-step thinking, planning, factual
consistency

143



Chat Capabilities

Pre-trained Model

I

BTN

I

Post-trained Model

/’

Supervised Instruction Tuning

Reinforcement
Learning

\

144



Reinforcement Learning

Tweaking model behavior



Why RL?

e Toencourage modelto explore Col without explicit supervision

o Jo avoid needing well written responses for supervised training
- Saves massive human effort

o« Toincorporate human feedback at a high level

e Togetto ASI/AGI



What is the
meaning of
life?

Happiness

42

Sadness

-

\_

RL
Training

~

A 4

RL Model




Reward Mechanisms (Broadly)

e Via human signals (RLHF)
- Rewards from a model based on human feedback on model
responses
e« ViaNon-Human signals
- Via machine feedback (RLMF)
« Rewards from an execution of a program
- Via Grading LLM or Al models (RLGF/RLAIF)
« Rewards from aLLM or some Al model



Building Reward Models From Human
Feedback

Prompts Dataset

"y
\

Y
Reward (Preference)
Model

1

p(y1>y2|x)=

S

—r(x,yl))

e (o

(relative, ELO, etc.)

i lllllld
' ' /

N
Initial Language Model Lorem ipsum daolor ,/’"H
sit amet, consecte 1
dipiscing elit. A 7‘<
Donec quam felis -
ulputate egat, B ,_,_--”"":7
g Mam quam nun —
ros faucibus tincld  Human Scoring \ -
54,\_ _j Clus pulvinar, \ .}
Generated text L


https://huggingface.co/blog/rlhf

Rewards From Machine Feedback (RLMF)

Write a
program to
add two
numbers

Program executes, and gives
correct output

Program executes, but gives
anincorrect output

Program does not execute

9100G



Rewards From Al Feedback (RLAIF)
NES AR

T9
Translate to
Japanese: | FhEE L LY
am happy TIIWE
-d-—

FAIERE L LY
157

1.0

0.5

0.0



Rewards From Grading LLM (RLGF)

FhIF5E L LY 1.0
TY

Translate to

Japanese: | FhldiE L Ly 0.5
am happy TIIWE
' |
Fh(FEE L LY
<o 1. Correct 0.0

Grading language?
criteria 2 Correct

formallty’?



Chat Capabilities

Pre-trained Model

]
e
A

Post Training

Post-trained Model

/’

=

Supervised Instruction
Tuning

Preference Alighment

Reasoning Capabilities

\

_/
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Multilingual Preference Alignment



Target Language Reward Model

Reward Data

.. Translated Reward Trained Reward
Generationin I:> Data I:> Model

English

Binary
Preference
Training on
SFT Model

Translation
PPO

Aligned LLM

[Okapi]
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Preference Data: Translate vs Generate

_ Generate Completions in
Translation Target Language

: :D Target Language :D Target Language
English Prompts Prompts Completions

Generate
Completionsin
English

Translationese

English :> Translated Completi
Reward Model

Completions

Translation

Multilingual Aligned Aya 23B: Training a Multilingual Alighed Model

[MultilingualRLHF] Ranked Completions

157



Impact of Number of Languages during RL

55.0 1 =+ RLOO
DPO

-
52.5

50.0 A
47.5
45.0
42.5

1 5 23
Number of training languages

(a) Avg. win% on 23 languages

55.0 4
52.5 4
50.0 A
47.5 A
45.0 A
42.5

—4— RLOO
DPO

1 5 23
Number of training languages

(b) Win% on English

* Preference optimization using English helps
* More languages leads to furtherincrease
* Unseen languages benefits from more languages

e RLOO is better than DPO

[MultilingualRLHF]

550 - mEm RLOO +19.4
I DPO

52.5

50.0 -

4754 193

45.0 1

42 .5 1

1 5

Number of training languages

(c) Avg. win% on unseen langs.
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Impact of Number of Training Instances
during RL

English Average 23 Languages
Win% Loss% AW-L% Win% Loss% AW-L%

EN-1 52.0 33.5 18.5 EN-1 43.3 40.6 2.7

ML-5 50.5 28.5 22.0 ML-5 43.8 39.1 4.7

DPO  yi1-23 45 365 80 DPO  \i1-23 470 371 99
ML-23%* 57.5 31.0 26.5 ML-23* 50.2 39.0 11.2

EN-1 47.5 38.5 9.0 EN-1 46.4 38.9 7.5

ML-5 95.5 30.5 25.0 ML-5 94.4 35.8 18.6

RLOO  yi1,-23 53.0  37.0 16.0 RLOO  y1,-23 54.0  38.0 | 16.0
ML-23%* 53.0 35.0 18.0 ML-23%* 53.4 37.0 16.4

* Moreinstances (ML-23* vs ML-23) leads to improvements for DPO and RLOO

[MultilingualRLHF]
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Can English Reward Models be used in
Cross-lingual Setting?

LLAMA-3.2-3B-IT QWEN2.5-3B-IT
RewardBench | Category | Chat Chat(H) Safety Reason Avg. | Chat Chat(H) Safety Reason Avg.
Target 79.1 67.3 88.0 65.5 75.0 | 80.7 68.2 84.8 68.2 75.5
SPANISH English 86.3 69.3 89.3 72.4 79.3 82.7 68.0 88.3 73.6 78.1
A +7.2 +2.0 +1.3 +6.9 +4.3~% -0.2 +3.5 +5.4 +2.6
Target 75.4 62.5 88.5 65.7 73.0 | 77.1 . 72.8
ITALIAN English 83.0 69.3 88.7 75.1 79.0 | 83.2 68.2 88.4 English RMs show
LA 1 N
A +7.6 +6.8 +0.2 +94 +6.0 L6 +04 +2.7 > larger gains
Target 69.6 58.8 80.9 60.1 67.3 | 68.4 63.2 80.9 61.4 68.5 compared to
KOREAN English 69.8 594 84.3 73.0 71.6 | 70.7 61.6 ; . l
A +02  +0.6 +34 4129 443 +4.5 +12.M target language
Target 68.7 59.9 81.2 52.6 65.6 | 69.8 64.7 61.3 69.4 RMs
CHINESE English 54.7 64.0 82.6 79.3 70.2 | 58.7 : 84.3 78.2 72.2
A -14.0 +4.1 +1.4 +26.7 +4.6 _ +3.1 +2.5 +16.9 +2.8

Table 1: Multilingual RewardBench evaluation results on the target language ("Target") and English ("English")
RMs. "A" denotes the accuracy gain of English RMs compared to the target language RMs. English RMs show
higher average scores in the lingual axis than target language RMs. Also, English RMs excel target language RMs

in reasoning ("Reason") tasks with diverse evaluation sub-categories.

[CrossLingualRM, RewardTransfer]
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English vs non-English Reward Models for

Alignment

Base
Target-RM (DPO)

80 English-RM (DPO) -

Win Rate (%)
wn ()] ~
o o o
|__|

—

S
(=]
-~

30
Spanish Italian Korean Chinese

Figure 3: Multilingual AlpacaEval results of
Qwen2.5-7B-Instruct models fine-tuned with DPO on
on-policy generations for four non-English languages
over fine runs. The alignment data were labeled with
either English RM or target language RM. Results are
averaged over 5 runs.

[CrossLingualRM, RewardTransfer]

English RM --> improvement across languages -->
beats target language RM (translated)

English being the predominant language?
High-Quality English preference datais a good
choice and is cost-effective

RMs based on MLM objective are better fora good
XL reward signal

Lesson: Convert your LLMs to MLMs before reward
modeling

o MNTP objective
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Impact of Cross-lingual Preference Dataset

* Cross-lingual feedback data, leads to
Low High better generalization compared to
monolingual feedback data

mono Cross mono Cross

* Gains on low-resource languages is more

PAWS-X - - 5843 61.94 compared to high-resource languages
XCOPA 4726 49.71 52.15 54.68
Self-Instruct* 3.25 9.16 12.14 14.71
XL-Sum 338 999 1252 16.61

FLORES(f) 085 2.89 457 9.07
FLORES(t) 155 5.64 845 16.98

Table 4: An ablation study of xLLLMs-100 using mono-
lingual and cross-lingual human feedback data on low-
and high-resource languages.

[XLLMs]
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vement

RL is effective for XL transfer than SFT

SFT Training

B Training on English
Training on Chinese
Training on German

RL Training

i B Training on English
50 Training on Chinese
Training on German

kS B

60
S0

+48.3
+45
+41. 7

+47

+d41 1 AN

Our analysis reveals that when models are trained using German instructions during RL tramlng, the
resulting models do not strlctly adhere to German when generatlng thinking and responses. Instead,

>>

Accurac

processes. This observation attracts our

39 | 9 m
10 2.3 +6.; 10:5.9 I l l 10- I I I l I
+1.3 " 4+
0- 0.5 = 0-
-10 -10
En Zh Fr Es Ja De En Zh Fr Es Ja De
Languages Languages

[CrossLingualRL]



Is LLM-as-judge reliable for all languages?

[ ® GPT-4o0 QWen-2.5 B Aya-Expanse ]
[MultilingualJudgeReliability] = s
_aps8 by de 0.6
vl m it
id _ 8 o cs
v tr ¢ < » €S
es ko ° é“& fr
jak_ W e Al
ood but not
ru zh
] t t' & dﬁ: : de o 0.6
conSIs en H - id .1 cs oA
tr ;E/j , es 02
e ko w 7l
ja . ‘ nl
th - pt de it
J
XQuAD MGSM WikiLingua XDailyDialog

Figure 4: Consistency (Cohen’s Kappa) of LLMs’ judge results between English and other languages across four
datasets and two judge criteria, Yes / No and Grade.



Summary

* More languages during RL helps generalize to unseen languages

* |In absence of target language Reward model, English reward
model helps

* More instances improves alignment
* Have cross-lingual data during RL for better alignment
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Chat Capabilities

Pre-trained Model

I

BT

I

Post-trained Model

/’

Supervised Instruction Tuning
Preference Alignment

Reasoning Capabilities

\
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Multilingual Reasoning



What is Reasoning in LLMs?

* Aspecialized LLM trained to explicitly perform multi-step reasoning (aka

LRM)

* Modern Large Reasoning Models (LRMs) have an explicit "thinking" phase,
often separated by special tokens like <think>...</think>.

USER PROMPT

S

LARGE REASONING MODEL (LRM)

QO ¥

IMPROVED PERFORMANCE

~

- A
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Do existing LRMs exhibit multilingual ability? Is there a

difference between closed and open-weights models?
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Can LRMs exhibit multilingual capability?

Models En De Es Fr Sw Zh Bn Ja Ru Th | Avg.
Close-Source LLMs
ChatGPT-Zero shot 520 468 520 456 300 444 44 388 372 8.0 [[359
ChatGPT-En 2shot 672 620 61.2 592 400 528 76 468 504 156 ||46.3
GPT4-En 2shot 80,0 736 712 720 644 70.0) (176 71.6 64.0 404 ||62.5
Open-Source LLMs (7B Model)
LLaMA 2 432 372 324 344 52 224 32 152 28.0 48 ||22.6
RFT 448 336 340 340 28 16.8 24 6.8 292 2.0 []20.6
Open-Source LLMs (13B Model)
LLaMA 2 504 428 452 408 76 328 60 252 392 6.8 |[29.7
RFT 520 384 468 448 36 336 32 264 416 44 |[295
MAmmoth 564 456 500 396 16 312 36 192 368 52 ||28.9
WizardMATH 528 404 456 420 56 280 64 220 344 56 \28.3)
[XMR]

Closed-source models are better at handling non-English Col
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Do LRMs exhibit language bias in reasoning?
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Do Models think in English?

[XxReasoning]

* Most open-weight models often default to a "reasoning hub"
language - primarily English, regardless of the input language.

* Closed-source models reason better in non-English languages
compared to open-weight models but there is still a gap

Language Distribution in Reason Section

QwQ-328B

Reasoning often
defaults to English
regardless of input
language

2 3
Detected Language

Qwen3-30B-A3B

2 3
Detected Language

oo

512

oo

a0

4o

Distill-Llama-8B
oo
oo

24,2

2 3
Detected Language

Distill-Qwen-14B

0.0

47,6 24 0.0

6o 0.0 0.0

312 10 2540 0.0

0.0

0.0

0.0

0.0

&5 20 D.Dm 0.0

BE.8 0.0 0.0 0.0
0.0 0.0
0.0

n =
w =

-100

- 80

60

40

20

Detected Lan guagp:a

Percentage (%)
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Does changing the reasoning language impact performance?
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Effect of Forcing to Think in Target Language

o Before hacking After hacking
. . . e
N - Wy v
Forcing non-English reasoning AR —- 5”5“.=E!E“-
often hurts performance. % ;- EEEEEEEEEEE |- oo
T = i R.:s Lo
. . s i EEE m om0 - ool
? = = "
* Can we not letit use English” B ot E- 'SSassssssss
Reasonlng In the prom pt - = 0.(()uz:st]:‘on“;uLaE.:)Igf:rag': . h e '*Qj‘es’:lo:‘-* LEa‘Sn::Ja-ge. .
% - AVG: 98%
language helps = er
e ‘agmmmmga-: | - Smmssmmmene )
o Avold Gross-lingual 2, gunassm=mss | inaaneas I |
semantic drift (translation) 3¢ -EnmEmmEam . - .
" ;- BRRSMAHaE » | i ameSSaEEE I |-
o Language-specific concepts Ri.gmm  wE o oF . s
o <" - IEErEEEEE SR [ [ [ .
o more reliability and 85—y -
o trust to the end-user; hence S e — CAVG: AT

iImportant.
[xReasoning]
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Is English Thinking always better?

* English CoT is often better; but not always

* Cells marked in red perform better compared to English when
prompt+reasoning is in native language

* Lostin Translation: When English CoTl is wrong, it is often because
the LLM has errors in implicitly translating the prompt from source

language [LiT] [MultilingualEmpower]

LiT fraction
LiT fraction

03 03 GPQA
4 Qwen2.5-728B

ol o2 LLaMA3.1-70B

' °2) R1-LLaMA-70B

* .I"I" o1 - en cs de es fr ru sr bn zh ja ko ar th hu vi sw te
00—Sw ml te bn hi th da zh ja de es fr ru R qu mi hi te da MGSM

Language Language Qwen2.5-72B
(a) MGSM (b) GPQA -
LLaMA3.1-70B
Figure 5: Lost in Translation. Visualization of fraction of incorrect answers occurring due to errors in translation R1-LLaMA-70B

when reasoning in English. Error bars represents standard deviation. - -
en cs de es fr ru sr bn zh ja ko ar th hu vi sw te
177




Is English Thinking always better?

* Forcing reasoning in the native language can improve
performance on cultural knowledge benchmarks and reduce

toxicity in safety evaluations. lLanguageMatters]
Strategy English Chinese Spanish  Swahili Japanese Korean
Prefill English (EN) - 83.1% 83.8% 48.8% 80.8% 77.6%
Prefill Target Language 83.0%  80.2% 78.7% 35.3% 74.0% 71.2%
Difference (EN - Target) - +2.9% +5.1% +13.6% +6.8% +6.4%
Strategy Chinese Spanish Russian Swahili Japanese Telugu Korean

Average across all models
Prefill English (EN) 7.7% 12.3% 11.5% 3.5% 9.9% 0.8% 4.6%
Prefill Target Language 7.4% 13.3%  16.1% 3.6% 9.5% 1.6% 3.8%
Difference (EN - Target) +0.3% -1.0% -4.6% -0.1% +0.4% -0.8% +0.8%
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Does task difficulty correlate with reasoning language?
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Impact of Task Difficulty on Reasoning Language

* For easy tasks (e.g., MATH500), language choice has little effect on
accuracy, while non-English reasoning uses fewer tokens

* Astask difficulty increases, we see a relative drop of upto 50% on
average compared to English

* For harder tasks, high-resource languages (Zh, Ru), outperform low-
resource one (Hi).

[EfficientXLang]
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Cross-lingual Collapse
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Joint Math and Language Accuracy

Cross-lingual Collapse

100 -

Ideal (Math Accuracy = Joint Accuracy)

7
Qwen-2.5-Instruct Idea}/’
sl (SFT from Qwen-2.5-Instruct) s
Suite of HuggingFace Models ,./
80 A '/
60 s ‘ Mutltilingual
p’ ® Reasoning
y 4 :
supervised
40 7] /,/ . f p i
‘e ine-tuning owen2.s
” wen.s.
‘: % o @ .Math-lnstruct
50 - e ® (728)
/{ Llama-3-Instruct
- ¢ (70B)
// °
0 .
20 40 60 80 100

Math Accuracy

* A Multilingual model reverts to reasoning in
dominant language even though the promptisin
different language

* The LLM prefers English reasoning paths as it
maximizes the rewards

[CrossLingualCollapse, GapsIinMR]
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M2A: Overcoming Multilingual Collapse

(a)

Prediction
GT

Shuffled
Prediction

Shuffled
GT

Figure 3: Overview of M2A. (a) Multilingual Context Alignment enforces global similarity between
generated and reference responses while discouraging trivial matches via shuffled negatives. (b)
Multilingual Reasoning-Step Alignment provides finer-grained supervision by aligning individual
reasoning steps with ground-truth traces using dynamic programming.

(=, \(201978 + 1\) DBND
L SHERAMERDEL LD, ...

)

=T, (201948 + 1\) DJ|/ND

SHEERBEROBEL &£ D,

p
Okay, so | need to find the least odd
prime factor of \(201948 + 1\). ...

-

:)closer [

FHED2TED 319+ L3R\9 )
1% % 80/, HEmLH ..

Okay, so | need to find the lea

mem

prime factor of \(20198 + 1\)./\....

f( *letd, f+ a edfers es Ot hSlroe)kt2
onoo 18oian pia\dmcO1dt\. Y ...

[
)farther

Split into each Reasoning Step

[M2A]

Similarity Matrix

Sentence Matching

%Bi)ven question (q) and English ground truth
y

o Translate qto each target language

o Generate multiple outputs for each translated
question

o Calculate reward for each output

Multilingual Context Alignment

o Use cosine distance between y and generated
output as rewards

o Shuffle output and ground truth to get negative
rewards [ensure language is different]

Multilingual Reasoning Step Alignment
o Splity and output into sentences

o ,lb\ligrl\ and calculate rewards at the sentence
eve

Language Consistency Reward
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M2A: Overcoming Multilingual Collapse

Table 2: Accuracy of Qwen2.5-7B-Instruct and post-training methods in GSM8K (English) and
MGSM (ten languages). Results are reported for mathematical accuracy (Math.), language accuracy
(Lang.), and joint accuracy (Joint). Bold indicates the best performance in each column.

Method GSMSK MGSM

Math. Lang. Joint Math. Lang. Joint
Qwen-2.5-Instruct |  81.2 100 81.2 | 587 99.0 58.1
GRPO 804+09 1000+0.0 804+09 |588+04 959+29 582107
SFT (s1) §72+1.6 1000+0.0 872+16 | 66701 31.0+05 21.9+0.6
SFT on s1K-X 843+11 66.7+£333 565+283|452+41 99.7+01 450+43
M2A (ours) 8§73+01 1000+00 873+01 |590+£03 978+02 581+04

[M2A, GapsInMR]

Table 5: Contribution of individual reward functions to M2A. The evaluation is performed on GSM8K
and MGSM. Bold means the best performance. Lang: Language Consistency, CA: Context Alignment,
RA: Reasoning-Step Alignment.

M2A Variants GSMSK MGSM
Lang CA RA Math. Lang. Joint Math. Lang. Joint
v 86.9+00 1000+0.0 869+00 | 542+0.1 983+01 53.8=+0.1

57.8+0.1 995+01 575+0.1
59.0+03 978+02 581=+04

84.7+0.1 100.0+0.0 847+0.1
87.3+0.1 100.0+0.0 87.3=+0.1

v v
v v Y

* SFT

o improves accuracy in English and non-
English languages

o Reasoningis generated in English language

* SFT on Translated Data

o drop in non-English language accuracy

o Improves response generation in non-
English language

* M2A

o Improves all metrics

o Accuracyin non-English language is lower

compared to SFT
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M-Thinker: Overcoming Cross-lingual Collapse

Metric: Language Consistency & Accuracy (LC&Ace, %)

DeepSeek-R1-Distill-Qwen-1.5B | 022 0.02 7.05 11.92 0.12 3.87 46.56 1338 0.16 3.56 3230 19.19 11.53
Prompt-Control (No Training) 098 002 9.69 1734 022 5.65 4642 19.65 062 1352 3140 22.32 13.99
DIT (No Training) 032 0.00 4.18 1458 0.12 3.84 4593 11.69 040 4.82 33.76 19.32 11.58
QRT (No Training) 494 0.14 13.10 2352 0.52 8.45 46.22 2375 139 1391 3542 24.14 16.29
Cold-Start SFT .11  0.00 17.29 1699 1.56 7.39 4584 2054 052 725 3451 21.73 14.56
Naive-RL 0.00 0.00 000 000 0.00 0.00 5531 000 0.00 0.00 2547 16.16 8.08

SLC-RL 0.00 0.00 000 000 0.00 0.00 56.37 0.00 0.00 0.00 4099 19.47 9.74

M-Thinker-1.5B = Iter-1 (Ours) | 34.25 2448 43.72 4578 28.72 | 35.39 54.89 49.19 6.39 3576 45.60 38.37 36.88
M-Thinker-1.5B =- Iter-2 (Ours) | 45.54 32.86 49.75 5147 32.72 | 4247 56.41 4920 280 37.55 48.20 38.83 40.65

Table 1: The LC, Acc, and LC&Acc (%) results on the MMATH benchmark of the DeepSeek-R1-Distill-Qwen-1.5B
backbone. “ID-avg/O0D-avg” is the average result of five In-Domain/Out-of-Domain languages and “All-avg” is
the average result of all ten languages. The result in bold means the best result, and the underlined result means the

Rewards second-best result in each setting. “Iter-1/2” means the training iteration 1/2.

Language Consistency Reward
Cross-lingual Thinking Alignment Reward
o UsealLLM to score English and target language reasoning

alignment
Reward hacking helps avoid cross-
lingual collapse to a certain extent

Format Reward

Accuracy Reward
[M-Thinker]
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Budget Alignment: Making LLMs reason in Your Language

1. Perform SFT using small high-quality
in-language data

RQ1: Does SFT help accuracy? — grouped by dataset

. . 20
2. In-domain improves --> out of
. 10
domain drop
1 i
e
2]
=
® ~107
g
RQO — Base vs SFT (avg over 4 tasks on thinking language following) : —20
100 1 mmm Base
= SFT
. -30
£ 80
g
=g 60 -
- \r\"‘\‘w
]
2 401
L]
g
< 20
04
A FR ES

[BudgetAlign]
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Budget Alignment: Making LLMs reason in Your Language

1. Do GRPO-SFT on the stage
1T model

o Use high-clip and no KL -
ensures the model doesn't

reve rt to E ngUSh fo r ’ RQ2: Cross-domain transfer of math-only GRPO — grouped by dataset
reasoning ]

2. GRPO improves on SFT
while retaining language
accuracy (out-of-domain
too)

20 1

10 1

A pass@10 (GRPO-SFT — SFT)

[BudgetAlign]
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Budget Alighment: Making LLMs reason in Your Language

1.

Merging helps improve
performance on other
tasks

Slight drop-in performance
on in-domain

[BudgetAlign]
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Training Multilingual Reasoning Models by Imitating
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Distilling Native Col From English

(Q_en, A_en) Emmmmmme Large Reasoning Model =N (Q_en, CoTl _en, A_en)

Sampling: 0.8, 0.9...

4
(Q_xx, Col_xx, A_Xx) p Translation Engine «

Templates, LLM Rewriting, Guidelines etc.
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Distilling Native Col Data Directly

Using Native IFT Data if available can
help elicit Language-specific
reasoning patterns

Large Reasoning Model (Q_xx, CoT_xx, A_xx)

Sampling: 0.8, 0.9...

Native CoTl Filtering

Templates, LLM Rewriting, Guidelines etc.
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g s s [CoTXLanguages]
o, N - Nl i
S r I N OET W |
o0 HEHJW HTargem ot v G ﬂm Tgm o H|gh-resou rce [angu ages
- e s e = o Scaling model improves reasoning in
s g g both English and Target language CoTl
£ HWW gl - HWW el 1 HWW = « Low-Resource Languages
e ﬂ‘ ” ‘ [—ﬂ‘ ‘ ﬂ‘ H ‘ rﬂ l = H ‘ ﬁﬂ‘ | o Translated English CoT is better than
e e e target language CoT
> > o Target Language Col with larger models
- | . | fails to reach English performance with
o ﬁww o FWW e h‘ smaller models
Aol ) el ol

Finding: Translating English Col to target language and then finetuning is better than generating Col in

native language (this is task-dependent)




Summary and Recommendations

* LRMs can reason better in English irrespective of the query language

* For culturally-sensitive queries, query language reasoning is better
than English

* Enabling LRMS to reason in query language is an active area of
research

o SFT followed by GRPO leads to better reasoning in target language

* Finetuning using translated reasoning traces is better than finetuning
on native reasoning traces
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Tutorial Outline

Introduction

* The Multilingual LLM Challenge

Extending LLMs to new languages
* Vocabulary Expansion
e Continued Pre-training

* Post-Training

Multilingual Evaluation

« Summary & Future Directions
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Multilingual Evaluations

How to measure our model improvements?



---------------------------

., .
-------------------------

Broad Taxonomy of Evaluations

Benchmarks

Styles of
Evaluations

Where to
evaluate?

-----------------------------
0

g
-----------------------------

------------------------------

Accuracy &
variants

g
-----------------------------

---------------------------

., O
-------------------------

In the Wild

How to
evaluate?

---------------------

O
--------------------

Metrics

------------------------------

-------
R

---------

-------
R

.,
--------

------
R

-------

---------------------

---------------------

---------------------

---------------------

----------------------

g
----------------------

-----------------------------
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BERTScore & |
variants

-----------------------------
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Culture &
Values

------------------------------

-----------------------------

-----------------------------

Abilities to

Evaluate

----------------------------

i Instruction
What to ! Following
evaluate?

------------------------------
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Modern LM Evals - Benchmarks



Overview of the Capabilities to Measure
Name |Descripton | FamousBenchmarks

Knowledge, Academic

Commonsense Reasoning

Reading Comprehension
Math

Reasoning

Coding

Instruction Following
Conversation Ability

Safety, Fairness, Robustness

Tool/Function Calling

Domain/Application Specific

Measures the model's grasp of facts and diverse
academic subjects.

Tests the model's understanding of unstated,
everyday world knowledge.

Assesses the ability to read a text passage and
answer questions aboutit.

Measures proficiency in solving mathematical
problems (word problems, etc.).

Probes logical deduction, problem-solving, and
multi-step thinking.

Evaluates the ability to write, debug, and
understand computer programs.

Tests if the model can accurately follow specific
and complex user commands.

Assesses the quality of multi-turn dialogue,
coherence, and helpfulness.

Measures adherence to safety guidelines and
resilience to bias/adversarial inputs.

Evaluates the ability to correctly use external tools
or APIs to complete a task.

Tests expertise in a specialized field, such as
medicine or law.

MMLU, MMLU-Pro,

Hellaswag, Winogrande, BoolQ, PiQA,
CommonsenseQA, etc

SQuAD, RACE

GSM8K, MATH, MATH-500

ARC, DROP, GPQA, LogiQA
HumanEval, MBPP

Alpacakval, IFEval, Arena-Hard
MT-Bench, WildBench, BigGenBench

BBQ, ToxiGen, TruthfulQA, XS-Test,
Adv-Bench

ToolBench, MCP-Bench, API-Bank

MedQA, LegalBench,
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Evaluation Paradigms

Al
sl
cl

D

Question: ...
(1) Answer choices: [A,
B, C, D]

Goering was intimately familiar
with Maj. Lockman . They had
both been longtime members of
La ng u a ge M Od el the state's military establishment
and had been stationed at Fort
Smith at the same time during the

(2)

events related

Let’'s think

step-by step:
. -
The answer is L2,

(3)

[LMEvalHarness]

Conditional
Log Likelihood

Rolling
Log Likelihood (Pplx)

Generate (until)
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Frameworks for Evaluation

| m-evaluation-harness

Data Source

“question”: “what figment do
slow fibres contain?”,
“distractor1”: “haemoglobin”,
“distractor2”: “melatonin”,
“distractor3”: “iron”,
“correct answer”: “myoglobin”

[LMEvalHarness]

Prompt Formatting

Queries

prompt: Question: {{question}}
Answer:

myoglobin

Targets

Requests

Question: How tall can mid-ocean ridges be?
Answer: 2 km

Question: waves can travel through?
Answer: matter

Question: What pigment do fibres contain?
Answer: myoglobin

Question: What is the ability to see called?
Answer:

Language Model Evaluation Harness

DOI 10.5281/zenodo.10256836

Few-shot
samples

Query
prompt

Solves the
orchestration problem

Model
Outputs

18
738
3:
4:

-1.9875
-2.9084
-3.5986
-1.3495

Correct:
0.9

Metric
Calculation
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Frameworks for Evaluation

* Evalchemy
* OpenAl Evals

DeepEval
Opik
LightEval
Etc...

/ Evalchemy

DeepEval.

The LLM Evaluation Framework

C opik

(0]+]] 4

Open-source LLM evaluation platform

w~  Lighteval

Your go-to toolkit for lightning-fast, flexible LLM evaluation, from Hugging Face's Leaderboard and Evals Team.

©) Tests [BEEERE) ) Quality [BEEERG) | python 50 Ui
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Now let's see the Multilingual
World
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Current State of Multilingual Benchmarks

Language

Figure 2 | Distribution of the top 50 languages in our multilingual benchmark collection. Although

English is deliberately excluded from the collection, it still appears as the most frequent language in the

collection. This distribution illustrates the current imbalance in multilingual evaluation benchmarks.

[BitterLesson]
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Strategies for Creating Benchmarks

e Machine Translation
* Adaptation
 Create from Scratch
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Translation

English Benchmarks

Translation
Systems

Specialized
Translation
Systems

LLMs / LLM-
Based
Systems

Translated Benchmarks
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Translation (Benefits)

1. Quick and Easy way
2. Easily leverage existing high quality test-sets
3. Enables fair cross-lingual comparison.
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Translation (Challenges)

1. Translationese: Introduces Semantic Drift, Mistranslation of
Culturally-specific content, idioms, etc.

fafeerat 3R il hr
arﬁ%rﬁ?é’r%l

Its raining cats and dogs

HHCTUR STRLABT @I 8
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Translation (Challenges)

* Loss of Cultural Grounding: Translation inherits English-centric
knowledge and worldview, failing to reflect real-world relevance.

. _ Which of the following
Which of the following best describes the role of

bestdescribes a the Drafting Committee,
contributing factorin the chaired by Dr. B. R.

crafting of the United Ambedkar, in the
States Constitution?

formation of the Indian
Constitution?
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Translation (Challenges)

* Difficulty Preserving Task Properties: Some tasks lose their
discriminative properties upon translation — making them easier or
unintended ways?

The trophy didn’t fit in the Hindi

suitcase because it was |:>

too small.

Translate the given sentence to Russian MepeseanTe AaHHOE NPeA/IOKEHNEe Ha
French 'He said that checkingthe dpaHLyscknit «OH ckasan, 4To NpoBepka
. . 3Ha4YeHUW HaYHETCA Ha CreayroLLen caydamHom
meanings will start at the next casual 5 AYIOE i
_ cTpeye».
meeting.

[sPhinX]
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Translation (Challenges - Solutions)

Solution?
* Human-in-the-loop (Expensive but Gold)
* Backtranslate

Translation
Original Text [ > Translated Text

ﬂ Translation

Filtering
**Qriginal Text
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Translation (Challenges - Solutions)

 LLM-Based Selective/Adaptive Translation

system": You are an Al assistant.

"user": Translate the given
sentence to French

'He said that checking the
meanings will start at the next
casual meeting.

"assistant": Il a dit que la
vérification des significations
commencerait lors de la
prochaine réunion informelle.

Input Query

—

Pmmwrd Transiation API

Standard Translation

GPT-4

Selective Translated
Augmentation

A 4

A\ 4

«cuctemar: Bbl — UM-noMoLwHUK. «user»: [lepesegute AaHHoe
npepnoXeHne Ha ppaHuysckmii «OH cKasan, YTo NpoBepKa
3HaYeHWI HaYHEeTCH Ha cnefyroLen CnyYyanHOn BCTpeYe».
«accucTeHT»: Il a dit que la verification des Significations
Beginrait lors de la prochaine Réunion Informationlle.

system': Bbl — U-noMowwHMK. ‘'user': NepeseanTe gaHHoe
npepnoxeHune Ha ¢paHuy3ckuii (O6bsACHUTE, Kak ByaTo MHe
naTth): 'He said that checking the meanings will start at the next
casual meeting.! "assistant": Il a dit que la vérification des
significations commencerait lors de la prochaine réunion
informelle.

[sPhinX]
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Translation — Still a reasonably good alternative

ar bg de el es et eu fr hi ht id it ja ko my qu rm sw ta te th tr ur vi zh

XLM-R
XCOPA - - - - - 69/73 - - - 50/57 76/69 75/73 - - - 49/59 - 66/58 64/68 -  69/66 71/66 - 68/70 72/73
XStoryCloze 80/80 - - - 84/84 - T79/79 - 78/79 - B8/BT - - - 7170 - B84/8575/76 - T6/75 - - - - 8786
XNLI 78/78 82/82 82/82 81/80 83/78 - - 82/83 75/80 - - - - - - - 79/82 70/74 - - T76/76 77/79 - T8/81 79/74
PAWS-X - - 9091 - 91/91 - - 91/90 - - - - 81/84 81/83 - - - - - - - - - - 8382
BLOOM:z
XCOPA - - - - - 52/52 - - - N/A 78/78 62/65 - - - 5152 - 60/63 75/72 -  N/A 50/50 - 80/77 71/67
XStoryCloze 88/88 - - - 9191 - 84/78 - 8584 - 91/90 - - - 54/52 - 73/7379/79 - 7473 - - - - 70170
B-NLI 71/72 66/68 69/68 65/66 73/74 - - 72737072 - - - - - - - 69/70 70/71 - - N/A 68/70 - 72/73 74172
AYA
XCOPA - - - - - 87/84 - - - 82/83 87/87 88/88 - - - 56/56 - 79/83 86/83 - 84/82 86/85 - 85/84 86/84
XStoryCloze 95/92 - - - 9494 - 8375 - 93/91 - 91/87 - - - 94/86 - 90/82 93/89 - 93/88 - - - - 959
B-NLI 78179 79/79 T8/78 78/78 79/80 - - 19/80 75/75 - - - - - - - 79179 14175 - - 19179 79/79 - 76177 TIITT

Table 2: The (%) accuracy of the models on the human translated (original)/our machine translated datasets.

[MTvsHumanEval]
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Translation — Still a reasonably good alternative

o HTveWT Ferformance forFrenh
g . ° o - Generally perform better on
75 e
S0 ° Human Translated data for
< 65 .
ZZ HT vs MT Performance for Korean hlgh resource languages'
3‘585 Y o
. . . - Trend slightly shifts as we
e move towards low-
HT vs MT Performance for Yoruba . .
57 ° ° resource as models primarily
8 50 rely on machine-translated
e ’ * data for training.
'.’;& (\82‘ ";& Q/\b‘<> 0(\9}
®®@+Q 00@6\ o“‘z&?) ) \006@%
[GlobalMMLU]
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Translation (Existing Approaches)

[MMLU-ProX]

o8| & (B8 (i
= LLM —
MMLU-Pro MMLU-Pro - —
Data
Original | Checking | Filtered 1. Initial
Data Data Translation
—_
~ e )
4 ) =
) (@),
= {Full v, i/ LLM
— - /) -
MMLU-ProX |_|te
IV. External | &3
MMLU-ProX Examination
—

=

)

&

11.Self-

Reflection

4 ‘\
By

Improvements

I11.

J

Figure 2: MMLU-ProX Data Pipeline: A rigorous four-
stage process consisting of data curation, translation,
external model verification, and expert review.

Completely

automatic LLM
based QC
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Translation (Existing Approaches)

Step 1 Step 2 Step 3

Human +

—

Chinese Chinese Chinese LLMin the

S o] [ = 07
A 7 N

h4 | '
=] | >, o> |[spen ”
7 _J_ ‘J _J_

————
Telugu Telugu

Telugu
L -~J L

Ij Samples @ Human GPT-40/ @ Google @ Rule-based Qwen
P Annotator GPT-40-mini Translate Verifier Verifier

Figure 2. The construction process of BenchMAX involves three steps: Step 1) translating data from English to non-English; Step 2)
post-editing each sample by three human annotators; Step 3) selecting the final translation version.

[BenchMAX]
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Adaptation

English :r; :
Benchmarks @ :> Adaptation

Adapted

Benchmarks

LLMs /LLM-
Based
Systems

Human in the
loop
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Adaptation (Example)

Categories

Examples in OMGEval

£

Name of Places

before: How did US states get their names?
after: 1 [E#5 18 [ BB F B 2RMT?

(How did the provinces of China get their names?)

before: Who is Larry Page?
after: 21V JiE &Y

(Who is Ma Huateng?)

Food

before: Do you know why turkeys became the official food of thanksgiving?
after: /RENE N 465 T2 0T T HIESIRYIE?

(Do you know why zongzi is the traditional food for the Dragon Boat Festival)

wed

Festival

before: Are there any weird Christmas traditions?
after: & 1A T AR5 HIH) > 1B15?

(Are there any special customs for Chinese New Year?)

2"'" TV show - movies
d books - games

before: who does lady gaga play in american horror story?

after: (HLHIIE) FIKEREHE?

(Who does Leslie Cheung play in Farewell My Concubine?)

Period

before: What if the Internet had been invented during the Renaissance period?
after: WRVIFHBNA T HLECW &/ BHE?

(What if the internet had existed in the Ming Dynasty?)

E\’ Language and

7 writing system

before: Identify all words that match the pattern given H_AR_.
after: 3% H RATHEL HRF & 45 A8 H0IAIE: AABBS .

(Find as many idioms as possible that fit the given format: AABB style.)

Table 1: Some representative topics that often contain cultural elements.

[OMGEval]
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Adaptation (Benefits)

* Preserves cultural & linguistic relevance
* Maintains task difficulty & Intent

* Enables fair cross-lingual comparison.
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Adaptation (Challenges)

* Significant more human effort
o Translators who understand both task logic and target culture
o Experts who are proficient in the language

| LMs aware of cultural artifacts.

LLM + Human

Hybrid
Approaches
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Adaptation (Existing Approaches)

Translation prompt o
L R PP E PP PP PP PP P IR PP PPPRTPRIRPRE . %.
: You are a professional translator. You have tens of years of - OO0
- expertise in translating English to Chinese. You will be given : g g
: sentence containing a pair of tags and . You need to translate the - Locallzatlon by human )

- content between and from English into Chinese. If there is any :

. other languages besides English inside the pair of tags, you will - Questions ~ -
- just keep it as it is.The translation must be accurate, fluent, and OMGEVal
“ natural in Chinese. Most importantly, do not lose any - 1 S - =
- information in the translation. Your should enclose your output : Wlth CUItural zh g ™ N
- with and tags. Here are some example inputs and corresponding elements L
. outputs, you should follow the same format as the output: : > w
- Example input: % ﬂﬁ[\m)
: Example output: + a . a o
TN [___=_ ......... X ° ﬁ-
'llllll €s @ ar
Chinese(zh) ——
Spanish(es)
s AP @ _, Russia(ru) |, @S Grammatical correct V|
French(fr) _ _ > v Sentences fluency
Arabic(ar) Questions without cultural elements B
ST
<=
AlpacaEval Target languages o] 3§|T%. Q

-~
@Stepl:Preliminary Translation - Step2: Manual Localization - Al Step3: Manual Verification

[OMGEval]
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Create from Scratch

Various different approaches possible here:

Replicate the process
followed for English

PAWS-X
IndicQA
M-|FEval
IndicGenBench
MBBQ

Preprocessing _ )
and cleaning Step 2: Manually
of raw text. Sampled 100

highly diverse

aaaaaaaaaaaaaaa

Final data

Annotations Parame ters:

e  Fluency of translation.
e Relevance of question to
the paragraph.

e Presence of answer

within the passage.

Step 3: Prompting

Step 5:Filtering & Step 4: annotation
Context: ...

¥ Question: ...
Answer: ...

Instruction: Given the passage,
form few Abstractive answer
question answer pair. Ensure both

the pair are of the relevant to the
passage.

4
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Create from Scratch

Collect from existing various Eﬂ«m ol ke

sources like Exams, books, =5 ngﬂ | el

quizzes, etc. B 0=

|

CMMLU

*MMLU

MILU
0=
0=
=
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Create from Scratch

* LLM-driven grounded synthetic

approaches

XIFBench

§3.1.2 Constraint Augmentation §3.1.3 Requirement Structuring §3.1.4 Multilingual Expansio

b

-

Category
Tt (include content ¥ discuss scientific research
= { exclude content } avoid urban legends
style {__writing style _} use academic style
\___userhetoric __} bacterial motion metaphor

ituati { create situation ) in a high school science class
0N [ o .
ksl " assumerole ) as parent explaining to child

@ Constraint Brainstorming

Dimension  Specification

7 in FAQ format
divide with headings

2 sentences each section

@ Requirement Decomposition

Requirement 1:

Requirement 2:

Requirement 3:

Requirement 4:

Requirement 5:

Does the response explain whether
the 5-second rule exists?

Is the explanation presented in a FAQ
format?

Is the explanation framed as if 2
parent is explaining to a child?

Does the response use metaphors to
describe bacterial movement?

Is each section limited to 2 sentences? @

= =

|#

| Exploin whetherthe ... oy | UFAQEE IR ... )

Medium Resource Languages

| Obvachume, cywecme....

|5l S 1 L

Low Resource Languages

ar

EHTQ o o1 53 .. h; ‘ Eleza kama sheriaya ... i

= =

-

M o ! . L Requirement1: whether the 5-second rule exists
quantities,’ exact 3 scientificstudies & @ Requirement Categorization = Chinese: 2777 5 LIl 5/5
A .
Requirement1: Requirement2: in FAQ format
@ Constraint Combination . . = Chinese: |/ FAQ %3t 5/5
Requirement 2: format b N . . .
o i Requirement 3: as if parentis explainingto child
"’j as parent explaining to child  in FAQ format ] II| Requirement3: s = Chinese: X B TFRE—H 5/5
Lhacterial motion metaphor 2 sentences each section Requirement 4: 7 Requirement4: metaphors for bacterial movement
o e .4 - = Chinese: “HELZENA L /s
! oes the 5-second rule actually exist? U@, 33 " .
i Requirements: ([N (imitien ... validate each language ...

o

@

Figure 2: The automated pipeline for constructing XIFBench, consisting of three stages with six steps: Constraint
Augmentation (§3.1.2), Requirement Structuring (§3.1.3), and Multilingual Expansion (§3.1.4).
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Modern LLM Evals - Metrics



Disadvantages of Existing Metrics

* Surface-form dependence — Rely heavily on word or n-gram
overlap.

* Insensitive to paraphrasing — Penalize legitimate variations in
style, structure, or word choice.

* Need for Reference/Gold - Always need a reference or gold
answer to compare against.

* Poor correlation with human judgments — Often diverge from
human perception of quality, especially for creative or long-form

generation.

[AutoMetricsSurvey]
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Rule/Constraint based Evals

* Verifying model outputs against explicitly defined "automatable”
constraints or rules

* Especially useful to measure formatting, basic instruction
following, tool calling, etc.

Constraint
Prompt I:> 0 I:I} Response I:> Checker

Additional

<

Constraint
List

Tools
(optional)
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Rule/Constraint based Evals

[M-IFEval]

Instruction Group

Instruction

Description

Spanish

Special Characters

Letter Frequency (i)

"fi" should appear {N} times

Special Characters

Accented Word Frequency

include at least/most {IN} words with accents

Special Characters

Letter Frequency (ii)

"ii" should appear {N} times

Punctuation Interrogation Marks Include at least one question
Punctuation Exclamation Marks Include at least one exclamation

French

Special Characters Forbidden ce and ¢ Do not use {char} characters

Special Characters No Accents Do not use accents

Special Characters Add Accents Add the correct accents to the given text
Detectable Content | Informal Address Speak directly and informally to the user
Detectable Content | No Digits Do not use Arabic numerals
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LLM-as-a-judge



LLM-as-a-judge

Strategies
Paradigms

* Vanilla
* Single-answer scoring * Rubrics
* Pairwise comparison * Axis
* Reference-guided Evaluation * Axis+Rubrics

* Multi-agent

Types
* Zero-shot

 Fine-tuned
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Are LLMs good Multilingual Evaluators?

L0
09 uil * GPT-4 agreement with
08 human annotators is high
for select high resource
o languages.
o5 T NS RSN R N R R R e * Reduces with resource
B level

[0 AnnotAgg,GPT4 joint (PA) [ AnnotAgg,GPT4 single detailed (PA)
[ AnnotAgg,GPT4 single (PA) 1 Annotl,Annot2,Annot3 (PA)

[AreLLMEval]
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Does the performance vary with task type?

1.0

0.9

rcentage Agreement

£0.7

0.6

0.5 . . o
Summarize Continue Writing Open Prompt

Task

I AnnotAgg,GPT4 joint (PA) I AnnotAgg,GPT4 single detailed (PA)
I AnnotAgg,GPT4 single (PA) [ Annotl,Annot2,Annot3 (PA)

[AreLLMEval]

GPT-4 agreement highest
for summarization, lowest
for open-prompts.

Deviate most from

humans in open-ended
creative tasks.
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Which paradigm is the most reliable?

Language Pairwise Direct
Average 0.76 0.65
Bengali 0.66 0.43
Gujarati 0.85 0.75
Hindi 0.80 0.67
Kannada 0.76 0.55
Malayalam 0.82 0.66
Marathi 0.82 0.82
Odia 0.78 0.53
Punjabi 0.69 0.54
Tamil 0.71 0.60
Telugu 0.70 0.91

Table 4: Kendall Tau (7) correlations between Pairwise
(Elo) and Direct Assessment leaderboards constructed
through human annotators and LLM evaluator.

[Pariksha]

Increased Bias & low
reliability in direct single
scoring as compared to
pairwise evaluations.
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Fine-tuned Multilingual LLM Judges

English MT Eval Multilingual English
100k S0k < A ok 200k
8 language pairs 5 languages | 5 languages [ t‘
L I ) & v
230k DA data 250k PWC data Q’ @ (Z]
‘ J ~§> . -eg?
' S N &
& L& &
S F

- "
M”'t"'“gu": Ll Multilingual Capabilities ()

]

| o

Scorinti Rubric TS | Direct Assessment Q00
&

+ > :
N Judgement . Pairwise Comparison oo

Multilingual Reference : ;

Figure 1: M-PROMETHEUS is a suite of open-weight multilingual LLM judges capable of
providing reference-based and reference-free direct assessment and pairwise feedback.

Multilingual Response(s)

[M-Prometheus] 254



Fine-tuning vs Zero-shot?

General-purpose benchmarks LitEval QAD
Judge LLM MM-Eval M-RewardBench RewardBench
Proprietary Models
GPT-40 0.7185 0.8575 0.8596 0.3944 -
Small (3B parameters)
Qwen2.5-3B-Instruct 0.5794 0.6674 0.6940 0.1538 54.29
Glider 3B t 0.5746 0.7046 0.6827 0.1781 57.21
M-PROMETHEUS 3B * 0.6380 0.6831 0.7027 0.4075 63.04
Medium (7B parameters)
Qwen2.5-7B-Instruct 0.6608 0.7801 0.7823 0.1772 55.88
PROMETHEUS 2 7B t 0.6090 0.6731 0.7205 0.1252 62.55
Hercule 7B * 0.4916 0.6508 0.6786 0.3516 64.86
M-PROMETHEUS 7B * 0.6966 0.7754 0.7684 0.4353 66.37
Large (14B+ parameters)
Qwen2.5-14B-Instruct  0.6819 0.8081 0.8241 0.3108 54.63
PROMETHEUS 2 8x7B+  (.6434 0.7515 0.7406 0.3185 62.79
M-PROMETHEUS 14B*  0.7726 0.7951 0.7967 0.4790 64.41

[M-Prometheus]

Better than zero-shot
smaller models.

Still lags a bit as
compared to GPT-40
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Strategies for fine-tuning

General-purpose benchmarks LitEval QAD

Ablations MM-Eval M-RewardBench RewardBench * Ba C k b onem Od e l- C h OICE IS
No Judge Training core driver of performance.
Mistral-7B-v0.2-Instruct ~ 0.5031 0.5932 0.6481 0.0958 53.56
EuroLLM-9B-Instruct  0.5834 0.6288 0.6890 0.0319 55.15
Aya-Expanse-8B 0.5143 0.6332 0.6579 0.0008 52.05 _ o
Qwen?2.5-7B-Instruct 0.6608 0.7801 0.7823 0.1772 55.88 e MT-evaluation ca pa bilities
Backbone Model e
Mistral-7B-v0.2-Instruct ~ 0.5428 0.6454 0.7083 0.0747 61.81 positive ly transfer to genera '-
EuroLLM-9B-Instruct  0.6263 0.7248 0.7519 0.2435 63.15 THT
Aya-Expanse-8B 0.5904 0.7325 0.7531 0.2544 _ 60.54 capa bilities.
Qwen2.5-7B-Instruct 0.6456 0.7817 0.7774 0.2837 61.36
Training Data . . .
MT Eval Data 0.6748 0.7800 07780 04221 59.71 * Training on synthetic
Translated Data ey .

3 Non-English Langs ~ 0.6280 0.7824 07768  0.2221 | 66.47 multilingual is better than on
Multilingual Data .

3 Non-English Langs ~ 0.6477 0.7687 0.7855 0.3162 | 68.70 machine translated

5 Non-English Langs  0.6616 0.7758 0.7876 0.3372 | 66.11

[M-Prometheus]
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Cross-lingual Fine-tuned Judges

Eval Prompt

You are a fair judge assistant
tasked with...

_I User Instruction I*

* Evaluating with a reference

The response does

answer better than without a manage to satisfy some

preferences but also

creates a few conflicts.
refe re n C e a n Swe r. Anna and Ben are seated ;

next to each ...
[RESULT] 2 .

* (Getting references

A SHe Devowo SO
Do DY 356‘*3"7"’;1‘5-’- et
esed 536')0% ErED HyTrs
e ot SrByaed. DA 58
D238 D) D
éyﬁaamvmé:}oe.nmldiﬁ

_I Model Response Ii

) - B - Fob-ED-a -

=

Does the response correctly
arrange the seating around
the circular table to satisfy all

for language-Xis very difficult. S p— given preferences whi
Score 1: The response fails
Anna - Ben - Carl - Dave - Eve - to arrange the seating in a
Frank way that satisfies ...
* What if reference remains [Eomtes | [Tosetiomgweston |

in English ?

Figure 1: We present cross-lingual Evaluator LLM,

HERCULE, where the Instruction & Response pro-
vided to the model are in the target language, while all
other fields are in English. The model generates feed-

[CIA]

back & score in English for a given evaluation example.
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Cross-lingual Fine-tuned Judges

Model Type bn de fr hi te ur avg. Better
@) GPT-40 Zero-Shot 0.64 0.66 065 0.64 0.61 0.64 |0.64

4 GEMINI-1.5-PRO  Zero-Shot 054 058 059 057 053 057 |0.56 than Zero
©LLAMA-3.1-405B-1 Zero-Shot 0.60 0.66 0.66 0.62 0.51 0.65 |0.62 Shot GPT-
©LLAMA-3.2 3B FFT 0.68 072 0.71 071 0.70 0.72 10.71 4

G GEMMA 7B FFT 047 039 036 043 0.33 0.38 [0.39 O

~< AYA23 8B FFT 070 0.72 0.73 0.72 0.65 0.71 |0.70

% HERCULE 8B FFT 0.74 0.75 0.75 0.74 0.69 0.74 [0.73

% HERCULE 8B LoRA 072 074 072 072 070 0.70 |0.72

Table 1: Evaluation results of all models on the RECON test set. We report the Linear Weighted Cohen’s Kappa (k)
score between the ground truth scores and the model predictions. Higher the value, better is the correlation. The
upper half of the table presents zero-shot evaluations, while the lower half shows the results of fine-tuned models.
Refer to Sec. §5.1 for detailed results.

[CIA]
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Cross-lingual Fine-tuned Judges

bn de fr hi te ur Avg
0.64 0.66 0.65 0.64 0.61 0.64 0.64

Model bn de fr hi te ur

$ 061 069 071 0.08 0.50 0.39 0.50 ® -8B 0.74 0.75(0.7510.74 0.69 0.74

— —w/oRef 0.66 0.68]0.67|0.66 0.63 0.65

bn 0.74 0.76 0.74 0.74 0.57 0.72 0.71 _w/ X Ref - - o7zl - i )

Generalizes de 0.64 0.75 0.72 0.70 0.62 0.69 0.69
well to fl: 0.62 0.75 0.75 0.69 0.60 0.68 0.68 Table 4: Performance comparison of Evaluator LLMs
unseen hi 0.62 0.76 0.77 0.74 0.56 0.69 0.69 with and without reference answers, including those
L te 0.65 0.71 0.72 0.72 0.69 0.72 0.70 using reference answers in the target language (w/ X
anguages ur 0.64 0.76 0.77 0.73 0.59 0.74 0.70 Ref). Refer to Sec. §6.2 for more details.

& 074 075 0.75 0.74 0.69 0.74 0.73

Table 3: We present the zero-shot evaluation scores,
where the rows indicate the language the model was
trained on and the columns show the language it was
evaluated on. # represents the scores for in-language references maybe
training. & refers to LLAMA-3.1-8B model trained better than native.
on English Feedback-Collection (Kim et al., 2023b)
and zero-shot evaluated on target languages. Refer to
Sec. §6.1 for detailed results.

Having English

[CIA]
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Modern LLM Evals - In the Wild



LLM Arenas

* Existing benchmarks

o Static, prone to
contamination

o Fail to capture nuances of
real open-ended tasks

e Live Evaluation Platform
o Most natural and real-world
o No contamination

o Captures actual utility of
the models (rather than
proxies)

[ChatbotArena]

X Chatbot Arena: Benchmarking LLMs in the Wild

™ Rules

o

°

o

Ask any question to two anonymous models (e.g., ChatGPT, Claude, Llama) and vote for the better one!

You can continue chatting until you identify a winner.

Vote won't be counted if model identity is revealed during conversation.

‘Y Arena Elo Leaderboard

We collect 300K+ human votes to compute an Elo-based LLM leaderboard. Find out who is the ¢ LLM Champion!

Chat now!

4 Expand to see the descriptions of 36 models

Model A

ifound a property i would like to buy. please draft a letter to the owners expressing my interest
to purchase and convincing them of completing a private sale with me. list the benefits of
private sale and how it will be done with our lawyers.

Subject: Expression of Interest in Your Property for a Private Sale
Dear [Owner's Name],

| hope this message finds you well. My name is [Your Name], and | am writing to express my
sincere interest in purchasing your property located at [Property Address]. I have recently had
the privilege of viewing your property and am captivated by its unique features and the potential
it holds.

| would like to propose a private sale as a method of transaction. This proposal aims to create a
beneficial situation for both parties involved, and | am confident that this process will be both
smooth and efficient.

The advantages of a private sale are numerous. Firstly, it offers a more personal approach, as it
allows for direct negotiation between the buyer and seller, resulting in potentially better terms
for both parties. Secondly, a private sale can generally be completed more quickly than
traditional sales, as there are fewer parties involved in the decision-making process. Thirdly, the

Ais better Bis better

Model B

ifound a property i would like to buy. please draft a letter to the owners expressing my interest
to purchase and convincing them of completing a private sale with me. list the benefits of
private sale and how it will be done with our lawyers.

Subject: Expression of Interest to Purchase Your Property - Private Sale Proposal
Dear [Owner's Name],

I hope this letter finds you well. My name is [Your Name], and | recently had the opportunity to
view your property at [Property Address]. | am writing to express my genuine interest in
purchasing your property and to propose the possibility of completing this sale privately,
directly between us, with the support of our respective lawyers.

Firstly, | want to commend you on the care and upkeep of your property. It’s clear that a great
deal of effort has been invested into making it a desirable and welcoming space. After careful
consideration and viewing several properties, | am convinced that your property meets all the
criteria | am looking for in a home.

I understand that selling a property is a significant decision, and | believe that a private sale
could offer considerable benefits to both of us. Here are a few reasons why | think a private sale
would be advantageous:

Tie - Both are bad

Send

N
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Ranking Systems

ELO Scores

If player A has arating of R_A and player B a
rating of R_B, the probability of player Awinning
IS

1
Ep =
1+ lo(RB—RA)/4OO

RfA:RAﬁ—K'(SA—EA)

* Simple, intuitive & online
friendly

* Order dependence

e Lacks well defined
confidence intervals

[ChatbotArena]
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Ranking Systems
Bradley Terry Model

Given a bunch of votes for M models, the
Probability of model m beating model m'
(i.,e, H_t=1)

1
]_ —|— eém*’ _Em ?

P(H, =1) =

where §is an M-length vector of so-called BT coefficients

1
s(P) = a,rgéninIE(A,H)NP {E (H, [ ofas—En, )} , (3)

where ¢ is the binary cross-entropy loss, ¢(h,p) =
—(hlog(p) + (1 — h)log(1 —p)).

rank(P), =1+ Y 1{s(P)n > s(P)m}.

m’e[M]

e Statistically robust- supports
confidence intervals.

* Not dependent on order
« Computationally heavier
* Not fully online-updatable

[ChatbotArena]
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Offline Leaderboards

Language Models Pairwise Direct

ﬁﬁ] % All 30 20+10) 21690 8640

HUMAN HUMAN Hindi 20 (10+10) 4180 1200

| Annotators  Leaderboard Telugu 15 (7+8) 2310 900

ﬁ]— "PRONPT Bengali 15 (6+9) 2310 900
Annotators  FrOmPEs Respgnses Malayalam 14 (6+8) 2002 840
—-G— Kannada 14 (6+8) 2002 840

LLM LLM Tamil 14 (6+8) 2002 840

Annotator  Leaderboard Odia 14 (6 +8) 2002 840

: : .. : Gujarati 13 (5+8 1715 780
Figure 1: Evaluation pipeline: (1) We curate a diverse Pllllrjl?;gi 13 ES +8; 1715 780
set of evaluation prompts with the help of native speak- Marathi 12 (4+8) 1452 720

ers. (2) We generate responses for the curated prompts
from the selected models. (3) We evaluate generated re-
sponses in two settings (direct assessment and pairwise
comparison) by both humans and an LLM. (4) We con- More than 90K human
struct leaderboards using scores obtained and analyze evaluations across 30
the agreement between human and LLLM evaluators. models

[Pariksha] 265



Cultural Evaluation



What to Evaluate?

-----------------------------
------------------------------
-----------------------------

Cultural i i Everyday i Social
: Knowledge i Etiquettes

------------------------------

Abilities to

Evaluate

Geographical
Knowledge

-----------------------------------------------------------------------------------------
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What to Evaluate?

Attribute wise Count

4000
3808
3000
2637
2000 2260
2109 2075 2024
£ 1686
3 1515
1000
1007 990
200 162 77 72 42
483
0 — — — — — — — — — —— — — — — — — ———
\\c}(\ @c\ NS <® & o & RS D {@e & & © & <® &
/\Q\\' Q}" « Q'éék 0\)\" (\&@o 00":\\) bo&(o @fb\% ‘,0(\'5\ \;b(\&(b Q:\\q CJQ° «\'bﬂ\ﬁs Q\Qp\g ‘\\6(\
@ ‘)\'} <& Q%
Q? &>
[SANSKRITI]
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How to create Cultural Benchmarks?

::: Manual Data Construction

1. Question Collection

What do people from Spain usually eat for dessert?

0 5 What do people eat on their birthday in Ethiopia?

Who usually do the house chores in Assam?

2. Question Filtering & Translation

What do people from Spain usually eat for dessert? o

Q0000

V What do people eat on their birthday in Ethiopia? o
@ Who usually do the house chores in Assam?
o Stereotypical
= 500 questions x 16 countries/regions (13 languages)
3. Answer Annotation
0 CHEHIIS AFZIS 2 Mo 22U S HLIR?
o (What do people eat on their birthday in South Korea?)

0= AHlo|=2 A AHlo1= ZH|
(Seaweed Soup) (Cake) (Birthday Cake) (Galbi)

4. Answer Aggregation

CHEMAIS AFZIS 2 Yool F2US HLIR?
(What do people eat on their birthday in South Korea?)

o= Ao|2 MY AHOI= ZH|
(Seaweed Soup) (Cake) (Birthday Cake) (Galbi)

i] BLEND

1. Short-Answer Question (SAQ)

Azerbaijan (Azerbaijani)

Q. Azarbaycanda idman oyunlan izlayarkan stadionlarda an ¢ox hansi
yemak yeyilir? A: Cips, ...

China (Chinese)

Q. EFENGEREENELEN , REEZHNEYRMT A ? A EXRE, ..

US (English)
Q. What is the most commonly eaten food in sports stadiums while
watching games in the US? A: Hot Dogs, ...

2. Multiple-Choice Question (MCQ)

Q. What is the most common spice/herb used in dishes from Greece?

A. Black Pepper (Ans. from the US)
B. Cumin — (Ans. from China)
C. Epazote
" 4 Oregano

—— (Ans. from Mexico)

4

@ LLM Evaluation

What is the most commonly eaten food in sports stadiums while watching
games in {country/region}?

Azerbaijan China WestJava UK - US
0a9 Cips JRKTE Kacang :
"‘ (chips) (popcorn) (Peanut) Pie Hot Dogs
Kufte R+ Seblak ;
@ (meatball) (sunflower seeds) (Seblak) il Hot Dogs

Human-driven

creation

[BLEND]
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How to create Cultural Benchmarks?

Human-LLM

Cultural Teaming

[CulturalBench]

4

1. Data collection on collaborative

Singaporeans use

tissue

reserve seats.

X

human-Al red-teaming

Generated question
based on this
cultural scenario

(1)

packet to

Human review after Al
generation on question

What do Singaporeans

usually use to reserve seats?

a. Tissue packet
c. Sunglasses

i &

Ans:A
b. Wallet C.)onfidence

56%
d. Book

o

S~

Human edit the question until
successfully trick the chatbot

Internal filtering: remove ~200
non-cultural questions

What do Singaporeans ...?7

~

2. Quality check by human
experts for specific country

What do Singaporeans ...7?

a. ... b. ... Culture:
c. .. d. .. Singapore
Grammar check

200009

Recruit five annotators based on:
Nationality = specific country

Place of most time spent before
@ turning 18 = specific country

@ Other criteria when applicable:
e.g., ethnicity

Collect votes

A |lAC

299

No majority votes

One majority vote

> 1 majority vote

3. Constructing benchmarks by
filtering by >= 4 majority votes

A: 3 votes B: 2 votes
C: 2 votes D: 2 votes

A: 4 votes B: 2 votes
B: 2 votes D: 2 votes

A: 5 votes B: 4 votes
C: 2 votes D: 2 votes

x Remove

Keep
directly

Keep and (rewritg
for easy
benchmark)

Construct two benchmarks — Easy and Hard

Easy: Multiple-choice question format with 4 options

What do Singaporeans ...?7
a. Tissue

C.... d. ...

A: 5 votes B: 4 votes
C: 4 votes D: 2 votes

Hard: Binary T/F question format for each option

What do Singaporeans ...7
Select the options with all
applicable statements.

i. Tissue ... ii.... iii. ... iv. ...
a.i b. i,ii
C. il,iii d. i,ii,iv

a . b. ... What do Singaporeans ...7? Answer: Tissue
c. ... d a.Tissue b. ... ' x4
C.... d... Is this answer true or false
Collected > 3,000 cultural questions Annotators gan vote for m(_)re for this question?
L JL than one options per question JU )

What do Singaporeans ...7

Figure 1: The human-AlI collaborative data collection pipeline of CULTURALBENCH.
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Evaluating Cultural Safety & Fairness

One way "doesn’t" work

for all.

Need to explore cultural specific concepts &
scenarios.

Identity Groups:

Gender
Religion
Region

Caste

Tribes
Ethnicity
Occupation
Idealogy, etc..

Target Domains:

* Public Safety

e Crimes

* Personal Attributes

* Family Norms, etc...

[HolisticBias]
[BOLD]
[IndiBias]

Number of

Demographics Included identity terms ) ;
i Y identity terms
Age kid, young, middle-aged, old, senior citizen 5
Caste brahmin, kshatriya, OBC 7, SC/ST ¥, vaishya 5
Gender female, male 2
. artist, businessperson, doctor, engineer, farmer,
Occupation . T P . . ey ' 10
journalist, lawyer, police-officer, politician, teacher
Physical bald, tall, short-heighted, fat, slim,
. e i
appearance dark-skinned, fair-skinned
Religion buddhist, christian, hindu, jain, muslim, sikh 6
Axis Bucket Descriptor Table 2: Examples of LM prompts in BOLD
Ability T auditory T “Deaf”
- “hard-of-hearing” .
Age - “hearing-impaired” Domain Prompt
Bod e - ... i i i
y typ Profession A fhgl"lt nurse is a reg'lstered
o) Elen bl (- mobility — “paraplegic” An animator is an artist who
- “paralyzed” Gender Anthony Tyler Quinn is an American actor who
- “quadriplegic” It wasn’t until 1962 that Alice Faye
o Race As such, the young Bruce Lee grew
Nationality B Over the years, [saac Hayes was able
Nonce . . As a religion, Islam emphasizes the
Political Religious belief Many even attribute Christianity for being
o asian “Asian” Political ideolo The core principle of council communism
Race/ethnicity “Asian-American” & Pascism accepts forms of modernism that
Religion “Desi”

Sexual
orientation

Socioeconomic

Figure 1: The HOLISTICBIAS dataset has 13 differ-
ent demographic axes, plus further divisions into buck-
ets and nearly 600 individual descriptor terms.
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Summary & Recommendations

* For quick experiments, translating existing benchmarks is a
good option.

* Ensure appropriate human involvement in various stages of
benchmarks creation - include detailed task descriptions &
annotation guidelines.

* Exercise caution while using LLM-as-a-judge approach.
Thoroughly test for human correlations for your tasks & languages.

* Ensure that you holistically evaluate for cultural competency,
fairness and safety for your respective scenarios.
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Tutorial Outline

Introduction

* The Multilingual LLM Challenge

Extending LLMs to new languages
* Vocabulary Expansion
e Continued Pre-training

* Post-Training

Multilingual Evaluation

Summary & Future Directions
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Summary

* Multilingual LLMs an important direction to democratize LLMs

* Central Challenges:

 Data Imbalance and Cross-lingual Alighment
* Cost of supporting new languages

* Extending strong English-dominant LLMs to other languages is an
effective and efficient direction

* Good body of work on various aspects of language expansion like
vocab expansion, CPT and IFT providing insights and best
practices.

* Many data curation efforts and documented pipelines to create
high-quality data.

277



Future Directions

Improving the Adaptation Pipeline

* From insights to robust recipes for different stages

* Vocabulary adaptation
* CPT pipeline including initial, mid, cooldown stages

* Higher efficiency in language adaptation through innovations in the
different stages

* Focus on compute-efficient directions like model merging
* Capability preservation and avoiding catastrophic forgetting

Multilingual Learning
* Multilingual knowledge transfer remains an evergreen challenge

* Multilingual Reasoning and Preference alighment are relatively
unexplored areas —with lot of progress to be made
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Future Directions

Data Curation

* Multimodal data curation to unlock many data sources

* Improved synthetic data creation with weak multilingual LLMs
* Document-level Machine translation of English data at scale

* Involve local communities for culture-specific data and
understanding usecases

Evaluation

* Multilingual evaluation benchmarks addressing different LLM
capabilities

* Evaluation benchmarks that reflect cultural nuances, regional and
language relevant use-cases

* Improving multilingual LLM judges for scalable evaluation
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Thanks!

Tutorial Resources can be found here:
https://ai4bharat.github.io/multilingual-llm-expand-emnlp-2025

Contact Us:
ankunchu@microsoft.com

Acknowledgments
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